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The enchanting charms of this sublime science
reveal only to those who have the courage to go
deeply into it.

—Carl Friedrich Gauss
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1Basic postulates of Special relativity

1.1 Reference frames
What is a frame of reference?

Consider an scaffolding of ruler sticks arranged in space in such a way as to denote every
point in space with a set of coordinates (x, y, z), and endowed with a clock keeping track
of time (by some physical, periodic phenomenon, such as a fixed number of radiative tran-
sitions in a caesium-133 atom).
Such an object is known as a frame of reference, with each space-time point (t, x, y, z),
known as events, being specified. An inertial frame of reference where an object which
is not acted upon by an external force moves at a constant velocity. In other words, it is
a frame where Newton’s first law holds (thus ruling out accelerating frames of references
where fictitious forces are not considered to be external forces).
In classical physics, inertial frames of references satisfy galilean transformations. Consider
two frames S and S ′ with coordinates (t, x, y, z) and (t′, x′, y′, z′), with S ′ moving with
velocity v = vxx + vyy + vzz as measured in S . Then, the following transformation law is
satisfied in galilean relativity: 

t′

x′

y′

z′

 =


1 0 0 0

−vx 1 0 0
−vy 0 1 0
−vz 0 0 1



t
x
y
z

 (1.1.1)

It is paramount to note that the time parameter is not affected at all by this transformation,
in classical physics all clocks are assumed to be synchronized, even if they are moving
relative to each other.

Maxwell vs Newton

This however leads to several contradictions and paradoxical conclusions, especially when
put to the test with Maxwell’s electromagnetism. For example, consider an electromag-
netic wave E = E0 sin(k · x − ωt) travelling at c as measured in the inertial frame S . In the
frame S ′, the same wave will be of the form E′ = E′

0 sin
(
k′ · x′ − ω′t′

). We now argue that
the phase of a plane wave must be an invariant quantity under a change of frame, since
everyone must agree on howmany crests a wave has undergone in a certain time/distance
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1.1. REFERENCE FRAMES

within their own frame. Consequently, we need

k′ · x′ − ω′t′ = k′ · x′ − ω′t′ (1.1.2)
= k′ · x − (k′ · v + ω′)t (1.1.3)

fromwhich we identify k′ = k and ω = k′ ·v+ω′t′. As we let v → c, the observer in S ′ will
observe a frozen wave with no time-dependence. This clearly isn’t a plane wave solution
to Maxwell’s equations. So are we to believe that Maxwell’s equations are only true in a
specific frame of reference, the so-called aether?

The Aether

We define the aether as the frame of reference (if it even exists) in which light propagates
at the conventional speed of light c ≈ 3 × 108 m/s.
Consider the following experiment. A person and a mirror are placed on the ends of a
platform of length L moving at a speed vp � c relative to the aether. The platform is
oriented so that when at rest (relative to the aether), a light beam travelling between its
end has speed c. The observer sends a light beam to the mirror, which reflects back and
is detected after some time. If the platform is moving along the distance between the
observer and the mirror, then this time interval will be:

t1 = L

c+ vp
+ L

c− vp
≈ 2L

c

(
1 +

v2
p

c2

)
(1.1.4)

while if the platform is moving perpendicular to the distance L, then:

t2 = 2L√
c2 − v2

p

≈ 2L
c

(
1 +

v2
p

2c2

)
(1.1.5)

There will be a noticeable difference between these time intervals:

∆t = t1 − t2 ≈
Lv2

p

c3 (1.1.6)

which would cause a beam travelling in the parallel direction to interfere with a beam
travelling in the perpendicular direction.
In the Michelson interferometer, a beam splitter is used to split a beam into two travelling
in perpendicular directions, and which will interfere according to our above argument
when recombining. However, no such interference effects were ever observed.
To explain this shortcoming of Galilean relativity, Lorentz and Fitzgerald argued that the
aether could exert some sort of pressure on objects travelling within it, causing a contrac-
tion in its direction of motion by a factor γ:

γ = 1√
1 − v2/c2 =⇒ L → γL (1.1.7)

=⇒ t2 = 2L/c
1 − v2/c2 = t1 (1.1.8)
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1.2. FUNDAMENTAL POSTULATES AND DEFINITIONS

Such an explanation, although numerically correct, fails to give the proper picture as to
why such a contraction should occur. The correct explanation would ultimately arrive
with Einstein.

1.2 Fundamental postulates and definitions
Postulates

The basic postulates of special relativity are the following:
(i) Principle of relativity: all inertial frames of reference are equivalent, and the laws

of physics apply equally.
(ii) Light speed: the speed of light in vacuum is c irrespective of its source.

The first postulate is shared with Newtonian physics. A nice way to put it is “if you can
juggle at rest, you can also juggle in an IRF”, or alternatively “a blind man cannot tell
if they are moving in an IRF”. The second postulate, on the other hand, is shared with
electromagnetism.

The problem of synchronization

We now tackle the question of synchronizing clocks. Suppose an observer sends a light
beam at time t1. It gets reflected by a mirror at an event A and reaches the observer at
some time t2. How do we synchronize the mirror’s clock with the observer’s clock? If we
assume that light travels equally in all directions in vacuum (i.e. space is isotropic) then
we can claim that the light beam reached the mirror at τ = 1

2(t1 + t2) thus travelling a
distance cτ = 1

2c(t1 + t2).
Note however that this is just a convention. There is no way tomeasure the one-way speed
of light and hence no way to know exactly when the light beam hit the mirror. Luckily for
special relativity, it makes no difference whether or not the one way speed of light is c or
some other value. Suppose that for some reason light travels at c/2 in the AB direction and
instantaneously in the BA direction. An observer is placed at A, and another at B. Their
clocks may or may not be synchronized.
At tA0 = 0, the observer at A sends a message to B asking “what does your clock read”.
The observer at B will receive this message at tA1 = 2l

c in A’s clock, and some tB1 in B’s clock.
B can respond and instantly and say “tB1 ”, which will arrive at tA2 = tA1 . The observer at A
then erroneously changes his clock to tA3 = tB1 + l

c , thinking that the message must have
taken l

c seconds to arrive since it was sent by B. He sends a message saying that his clock
now reads tB1 + l

c , arriving at tB1 + 2l
c . B then thinks that this makes sense, for A’s message

must have taken l
c second to arrive.

As can be seen, even though their messages were travelling at different speeds, there were
no contradictions in assuming that the one-way speed of light was c. With this convention
in mind, then two people can synchronize their clocks by sending a light beam to another
observer sitting exactly midway between them.
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1.3. SPACE-TIME DIAGRAMS

1.3 Space-time diagrams
An extremely useful tool in special relativity are space-time diagrams. It is common con-
vention to place ct on the z-axis and x, y on the x, y-axes. A trajectory in this space is known
as aworldline. We can revisit the problem of synchronization using these space-time dia-
grams. Consider two frames S and S ′ moving relative to each other at speed v. Three ob-
servers, A, B, C are in the frame S ′ separated by 1 unit each, and initially set their clocks so
that t = t′ = 0. In the S ′ frame, xA, xB, xC ’s world-lines would satisfy x′ = 0, x′ = 1, x′ = 2
respectively. To synchronize their clocks according to Einstein’s convention, A and Cmust

Figure 1.1. Synchronization of clocks

send a light beam to B. If their clocks are synchronized, then B will receive the signals
simultaneously, making O and P synchronous in the S ′. The point P will thus also be a
t′ = 0 point since it is synchronized with O where t′ = 0.
To find Q, we solve:

ctQ = vtQ + 1 =⇒ tQ = 1
c− v

=⇒ xQ = v

c− v
+ 1 (1.3.1)

NowQP must have the form x = c1 − ctwhere c1 can be found by imposing thatQ lies on
the line:

v

c− v
+ 1 = c1 − c

c− v
=⇒ c1 = 2c

c− v
(1.3.2)

so that P has coordinates satisfying:

2c
c− v

− ctP = vtP + 2 =⇒ tP = 2v
c2 − v2 =⇒ xP = 2c2

c2 − v2 (1.3.3)

Consequently, the line OP for which t′ = 0 must satisfy:

ct = v

c
x ⇐⇒ x = c

v
ct (1.3.4)

We may therefore label the line OP as the x′ axis. In the S ′ frame we therefore have two
tilted axes, which are reflections of each other along x = ct.
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1.4. FUNDAMENTAL CONSEQUENCES

1.4 Fundamental consequences
Loss of simultaneity

Consider a light bulb on a moving. Observer B is inside the train while observer A is
outside, they are moving at a speed v relative to each other. Two receivers are on either
side of the light bulb at a distance l, and will activate when hit by a light ray.
In B’s frame, the two receivers will clearly activate simultaneously after time t1 = t2 = l

c .
In A’s frame, the light from the bulb travels at speed c, but the receivers are also moving
with speed v to the right. Consequently, receiver 1 will activate first after time t1 = l

c+v
while the second will activate after time t2 = l

c−v . The two events are not simultaneous
for A even though they are for B.
This is a clear example of simultaneity being broken for two inertial observers.
We can view this in the form of a space-time diagram:

Figure 1.2. Frame dependence of simultaneity

One can also view the loss of simultaneity as a result of the “moving” observer’s x′-axis
being tilted. Indeed, if we envision a line parallel to the x′-axis moving along the ct′-axis,
then clearly three events that are simultaneous in the stationary frame will be crossed at
different times in the moving frame.

Time dilation

Consider once again a train containing an observer Amoving to with speed v to the right
relative to an observer B. The train has a mirror attached to its ceiling at a height h, and
the observers have synchronized their clocks at time t = 0.
Observer A sends a light beam to the mirror at t = 0, in its frame it will see the reflection
of the beam at time tA = 2h

c .
From observer B’s point of view, the light beam has speed c along a diagonal direction,
its vertical component will therefore be

√
c2 − v2. Consequently, the reflection will be ob-
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1.4. FUNDAMENTAL CONSEQUENCES

Figure 1.3. Time dilation as a result of loss of simultaneity

served at time tB = 2h√
c2−v2 . Hence:

tB = tA√
1 − v2/c2 (1.4.1)

Interestingly, these two times are different, the “moving observer”’s clock will run slowly
compared to the “stationary observer”.
We can view this more intuitively by looking at the following comic by Tatsu Takeuchi
https://www1.phys.vt.edu/~takeuchi/relativity/notes/section12.html:

Figure 1.4. Time dilation as a result of loss of simultaneity

Due to the loss of simultaneity between two inertial observers, when they compare their
clocks their definitions of simultaneity will cause them to compare their clocks with the
other’s clock in the past. Hence, the moving observer will always have a clock running
more slowly since by the definition of simultaneity the stationary observer is looking at
the moving observer’s clock in the past.

− 10 −
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1.4. FUNDAMENTAL CONSEQUENCES

Length contraction

Observer A stands on one end of a train which they have measured to have length lA, and
sends a light beam to a mirror on the other side. To them the time taken by the light beam
is:

tA = 2lA
c

(1.4.2)

For an observer B on the platform moving with speed v relative to the train, the train has
length lB , and the time taken is:

tB = lB
c− v

+ lB
c+ v

= 2lBc
c2 − v2 (1.4.3)

since on the first trip of the light beam, the train is trying to move away from it, while on
the return trip the train is moving towards it, as shown below: Consequently, using the

Figure 1.5. Length contraction

time dilation formula we found earlier:

tB = tA√
c2 − v2

=⇒ lB = lA

√
1 − v2/c2 (1.4.4)

Let’s consider a rod moving at speed v relative to a frame S . We can express the position
of the rod by drawing the world-lines of the front and back end of the rods, as shown
below: We center the axes so that the back world-line has equation x = vt, while the front
world-line has equation x = vt+ l. In the still frame, the length of the rod is given by the
difference in positions of the back and front world-lines at a given time t, which isQS = l.
In the moving frame, the length of the rod l′ is given by the difference in positions of the
back and front world-lines at a given time t′. From the diagram it is clear that this length
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1.4. FUNDAMENTAL CONSEQUENCES

Figure 1.6. Length contraction

is shorter. Indeed:

x = c2

v
t = vt+ l =⇒ t = v

c2 − v2 l =⇒ x = c2

c2 − v2 l (1.4.5)

giving a length of:
l′ =

√
c2t2 − x2 = l√

1 − v2/c2 (1.4.6)

Thephysical explanation of theminus signwill come laterwhenwe encounter theMinkowski
metric, but for now let us take it as a postulate.
Interestingly, these two lengths are different, the “moving observer”’s rod will be shorter
compared to the “stationary observer”.
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2Lorentz transformations

2.1 Derivation
We now seek to find a transformation between two inertial frames S : x = (ct, x, y, z)T and
S : x′ = (ct′, x′, y′, z′)T , where S ′ moves with velocity v = vêx relative to S . We assume
that the clocks of these two frames have been synchronized at t = t′ = 0. Firstly, by the
principle of relativity if an object moves with constant velocity in one frame it must move
with constant velocity in the other as well. Consequently, the transformation must be a
linear one, mapping lines to lines, and keeping the origin fixed. Hence:

x′ = Λx, Λ =


α1 α2 0 0
α3 α4 0 0
0 0 1 0
0 0 0 1

 (2.1.1)

where the y, z variables are left unchanged from this change of basis. Indeed, if we did
have transverse effects, then this would lead to contradictions. For example, if we consider
two metal pipes of equal rest diameters D0 moving towards each other. In pipe 1’s frame,
pipe 2 has diameter D2, while of course D1 = D0 is pipe 1’s diameter. If D2 > D0 = D1
(transverse length dilation), then this would mean that pipe 1 is inside pipe 2. However
from pipe 2’s point of view, D1 > D0 = D2 so that pipe 2 is inside pipe 1. This is clearly
a contradiction. By similar arguments, transverse length contraction is also not feasible,
showing that D1 = D2 = D0 as desired.
Now the line x = vtmust get mapped to x′ = 0 so that:

0 = α3ct+ α4vt =⇒ α3 = −α4
v

c
(2.1.2)

Similarly, the line x = 0 must get mapped to x′ = −vt′ so that:{
−vt′ = −α4vt

t′ = α1t
=⇒ α4 = α1 (2.1.3)

Also, by the Light speed postulate, x = ct gets mapped to x′ = ct′ so that:{
x′ = ct′ = −α4vt+ α4ct

ct′ = α4ct+ α2ct
=⇒ α2 = −α4

v

c
= α3 (2.1.4)
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2.2. VELOCITY ADDITION

Consequently:

Λ = α4


1 −v

c 0 0
−v
c 1 0 0

0 0 1 0
0 0 0 1

 (2.1.5)

Finally, we use the principle of relativity. We know that from the perspective of S ′, it is S
that moves with velocity v = −vêx. Consequently, since x = Λ−1x′, we should have that
Λ(v) = Λ−1(v), and thus:

Λ−1 = 1
α4
√

1 − v2/c2


1 v

c 0 0
v
c 1 0 0
0 0 1 0
0 0 0 1

 = α4


1 v

c 0 0
v
c 1 0 0
0 0 1 0
0 0 0 1

 (2.1.6)

⇐⇒ α4 = 1√
1 − v2/c2 ≡ γ(v) (2.1.7)

Consequently, the transformation from S to S ′, known as a Lorentz transformation, can
be written as: 

ct′

x′

y′

z′

 =


γ(v) −γ(v)vc 0 0

−γ(v)vc γ(v) 0 0
0 0 1 0
0 0 0 1



ct
x
y
z

 (2.1.8)

or alternatively:

t′ =
t− v

c2x√
1 − v2

c2

(2.1.9)

x′ = x− vt√
1 − v2

c2

(2.1.10)

y′ = y (2.1.11)
z′ = z (2.1.12)

In three dimensions it is easy to see how they generalize to:

t′ = γv

(
t− r · v

c2

)
(2.1.13)

r′
‖ = γv

(
r‖ − vt

)
(2.1.14)

r′
⊥ = r⊥ (2.1.15)

2.2 Velocity addition
We know that when velocities are measured in the same frame, they add in the typi-
cal Galilean way. However, how do we deal with velocities being measured in different
frames?
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2.2. VELOCITY ADDITION

Longitudinal addition

Suppose we have a frame S in which an observer A measures another frame S ′ moving
at speed v to the right. Another observer B is inside S ′ and measures the speed of a ball
moving to the right to be u. What will the speed w of the ball be in S?

Figure 2.1. Velocity addition

We have that if the ball follows a wordline (ct, x, 0) in frame S and (ct′, x′, 0) in S ′, then:

w = x

t
= x′ + vt′

t′ + v
c2x′ = u+ v

1 + uv
c2

(2.2.1)

Transverse addition

Suppose now that the ball moves in the transversally in S ′.
If the ball follows a wordline (ct′, uxt′, uyt′, uzt′) in S ′ then in S it follows a wordline
(ct, x, y, z) where:

t = γ(v)(t′ + uxv

c2 t′) (2.2.2)
x = γ(v)(uxt′ + vt′) (2.2.3)
y = uyt

′ (2.2.4)
z = uzt

′ (2.2.5)

Consequently:

wx = ux + v

1 + uxv
c2

(2.2.6)

wy = uy
γ(v)(1 + uxv

c2 ) (2.2.7)

wz = uz
γ(v)(1 + uxv

c2 ) (2.2.8)

More generally, for a frame S ′ moving with velocity v relative to S , if the ball moves with
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velocity u in S ′ then S measures:

w‖ =
u‖ + v
1 + u·v

c2
, w⊥ = u⊥

γ(v)(1 + u·v
c2 ) (2.2.9)

Rapidity

Another way to derive this result is using a quantity known as the rapidity ρ satisfying
cosh ρ = γ, sinh ρ = γ vc . The Lorentz transformation can now be written in a handy way:

Λ(ρ) =


cosh ρ − sinh ρ 0 0

− sinh ρ cosh ρ 0 0
0 0 1 0
0 0 0 1

 (2.2.10)

Due to the additivity of cosh and sinh, the composition of Lorentz transformations is sim-
plified. Suppose in a frame S we measure a rapidity ρ1 for frame S ′ in which the ball has
rapidity ρ2. Then:

Λ(ρ2)Λ(ρ1) =


cosh ρ2 − sinh ρ2 0 0

− sinh ρ2 cosh ρ2 0 0
0 0 1 0
0 0 0 1




cosh ρ1 − sinh ρ1 0 0
− sinh ρ1 cosh ρ1 0 0

0 0 1 0
0 0 0 1

 (2.2.11)

=


cosh(ρ1 + ρ2) − sinh(ρ1 + ρ2) 0 0

− sinh(ρ1 + ρ2) cosh(ρ1 + ρ2) 0 0
0 0 1 0
0 0 0 1

 (2.2.12)

Consequently the rapidity of the ball in the frame S is ρ ≡ ρ1 + ρ2 implying that:

tanh ρ = tanh(ρ1 + ρ2) = tanh ρ1 + tanh ρ2
1 + tanh ρ1 tanh ρ2

(2.2.13)

and recalling that tanh ρ = w
c , tanh ρ1 = v

c , tanh ρ2 = u
c we finally get the velocity addition

rule:
w = u+ v

1 + uv
c2

(2.2.14)

The ease with which we can combine Lorentz transformations is once again reminiscent
of how one can compose rotations in a similar fashion. In the case of typical rotations, the
rapidity ρwould be substituted by the
This makes sense, since in a space-time diagram tanh ρ corresponds to tan θwhere θ is the
angle between the stationary and moving frames’ axes.
The use of hyperbolic trigonometric functions allows us to sum angles the way we would
conventionally do in euclidean geometry, only that angles now correspond to rapidities
(see chapter on spinors for more details).
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Rapidities also have a physical interpretation related to classical acceleration. Consider
a rocket moving at speed v relative to frame S and with acceleration a. At time t + dt
the rocket is moving with velocity adt relative to its rest frame at time t. Using velocity
addition, in the frame S we have that:

v(t+ dt) = v(t) + adt

1 + v(t)adt/c2 ≈ v(t) + adt− v(t)2

c2 adt (2.2.15)

=⇒ dv(t)
dt

= a

(
1 − v(t)2

c2

)
(2.2.16)

=⇒ v(t)
c

= tanh
(1
c

ˆ t

0
adt

)
= tanh ρ (2.2.17)

so that:
ρ = 1

c

ˆ t

0
adt ⇐⇒ dρ

dt
= a

c
(2.2.18)

2.3 Lorentz invariance
The quantity x = (ct, x, y, z)T is known as a 4-vector, any quantity that transforms as x
under Lorentz boosts, that is through x′ = Λx is known as a 4-vector. The coordinates of a
4-vector are denoted by a greek script, typically µ or ν running from 0 to 3.
A quantity is said to be Lorentz invariant if it is left unchanged under Lorentz transfor-
mation. In Newtonian mechanics, the length of a vector with Euclidean metric is invariant
under rotations. This allows us to express the laws of mechanics in a frame-independent
way. In a similar way it is useful to find quantities related to 4-vectors that are frame-
independent in special relativity.
As one would guess from looking at the, the typical Euclidean length of x vector is not
invariant. Indeed:

XTX = (ct)2 + x2 + y2 + z2 (2.3.1)
while:

X′TX′ = (ΛX)T (ΛX) = XTΛTΛX = XTΛ2X (2.3.2)

where we used the symmetry of Λ. So clearly the notion of length in Euclidean geometry
will not do.
Let us impose a metric g = [ηµν ] such that the norm of a 4-vector in this metric is Lorentz-
invariant. In other words, we need the quadratic form:

XµX
µ = XT gX = ηµνX

µXν (2.3.3)

and
X ′
µX

′µ = X′T gX = XT (ΛT gΛ)X = XaΛµaηµνΛνbXb (2.3.4)
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to be equal, giving an orthogonality condition:

ΛT gΛ = g ⇐⇒ ηab = ΛµaηµνΛνb (2.3.5)

Matrices Λ satisfying this condition form the Lorentz group, which are discussed in de-
tail in the Mathematical methods volume. The Lorentz group has a remarkable resem-
blance with the rotation group O(3), which satisfies a similar orthogonality condition in
Euclidean space:

RT1R = 1 ⇐⇒ δab = RiaδijR
j
b (2.3.6)

since 1 = [δij ] is the Euclidean metric.
Going back to the postulate of light speed, we can gain insight into the form of g by im-
posing that two light-like separated events in one inertial frame be so in all inertial frames.
In other words, if say an event with x = (ct, x, y, z) is light-like separated from the origin
in one frame:

(ct)2 − x2 − y2 − z2 = 0 (2.3.7)
then similarly:

(ct′)2 − x′2 − y′2 − z′2 = 0 (2.3.8)
in any other arbitrary primed frame. One should therefore choose a metric of the form:

g = [ηµν ] =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 (2.3.9)

known as the Minkowski metric with (+ − −−) signature. It is easy to verify that this
metric does indeed satisfy the orthogonality condition (2.3.6).

2.4 Space-time intervals
Given two events (ct1, x1, y1, z1) and (ct2, x2, y2, z2), their space-time interval is thus de-
fined as:

(∆s)2 = ηµν∆Xµ∆Xν = (c∆t)2 − (∆x)2 − (∆y)2 − (∆z)2 (2.4.1)
The sign of the space-time interval between two events can give insight into their proper-
ties:
(i) if ∆s > 0 then the events are time-like separated, that is, a physical signal could

travel between the two events. It corresponds to the region contained within the
light cone. Alternatively, one can find a frame where the two events occur at the
same position, but there does not exist a frame where they are simultaneous.

(ii) if ∆s < 0 then the events are space-like separated, that is, no physical signal can
travel between the two events. It corresponds to the region outside the light cone.
Alternatively, one can find a frame where the two events are simultaneous, but there
does not exist a frame where they occur at the same position.
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(iii) if ∆s = 0, then the events are light-like separated, that is, only a light signal can
travel between the two events. It corresponds to the surface of the light cone.

As can be seen from the figure below, the surfaces of constant space-time interval form
hyperboloids.

Figure 2.2. Surfaces of constant space-time interval in 2+1 space, with ct on the z-axis, and x, y in
the x− y plane.

Using the space-time interval, which is a Lorentz invariant quantity, we may also formally
define the concepts of distance and time. For two events that are time-like separated, the
distance between them is given by the proper length:

∆r = −∆s (2.4.2)

Since we can find a frame S̃ where the events are simultaneous, we see that ∆r is the
distance between the events measured simultaneously in S̃ .
For two events that are space-like separated, the time between them is given by the proper
time:

∆τ = ∆s
c

(2.4.3)

2.5 4-vectors
4-velocity

Consider the world-line of a particle moving through space relative to an inertial frame.
The differential proper time between any two (ct, r) and (c(t+ dt), r + dr) is:

dτ = ds

c
= 1
c

√
gµνdXµdXν (2.5.1)

= 1
c

√
gµν

dXµ

dt

dXν

dt
dt (2.5.2)

= 1
c

√
c2 − v2dt (2.5.3)

= dt

γ(v) (2.5.4)
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where v =
√
δij

dXi

dt
dXj

dt is the conventional 3-velocity of the particle. This allows us to find
the proper time between any two events A and B on this world-line:

∆τ =
ˆ B

A

dt

γ(v) = ∆t
γ(v) (2.5.5)

as we found earlier when discussing time-dilation.
Using proper-time, we can create a 4-velocitywhose normwhichwill be Lorentz invariant:

U = dX
dτ

= d

dτ
(ct, r) = γ(v)

(
c
v

)
(2.5.6)

Its norm is clearly:
||U|| ≡ UT gU = γ(v)

√
c2 − v2 = c (2.5.7)

which is not only Lorentz-invariant as desired, but also constant.

4-momentum

InNewtonianmechanics,momentum is defined asp = mv, wherem is aGalilean-invariant
quantity. Similarly, in Special relativity we can define the 4-momentum using a Lorentz-
variant mass, the rest massm0, which is defined as the mass of the object as measured in
its frame. Hence:

P = m0v = m0γ(v)
(
c
v

)
=
(
E/c
p

)
(2.5.8)

where we defined:
E = γ(v)m0c

2, p = γ(v)m0v (2.5.9)
to be the relativistic energy and momenta respectively (we shall motivate the definition
for the former later).
Its norm is found to be:

||P|| = m0γ(v)
√
c2 − v2 = m0c (2.5.10)

which is Lorentz invariant as desired. Consequently, we find that:

E2 − p2c2 = m2c4 (2.5.11)

4-gradient

Note that we can write the transformation law for 4-position as:

X ′ν = ΛνµXµ = ∂X ′ν

∂Xµ
Xµ (2.5.12)

X ′
ν = ΛµνXµ = ∂Xµ

∂X ′νXµ (2.5.13)
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which gives us the typical definition of contravariant and covariant vectors. It then follows
that:

∂′
ν ≡ ∂

∂X ′ν = ∂Xµ

∂X ′ν
∂

∂Xµ
= Λµν∂µ (2.5.14)

∂′ν ≡ ∂

∂X ′
ν

= ∂X ′ν

∂Xµ

∂

∂Xµ
= Λνµ∂µ (2.5.15)

Hence, we see that we may define a new 4-operator �, known as 4-gradient, with con-
travariant components ∂µ bydifferentiatingwith respect to covariant position components:

∂µ =
(1
c

∂

∂t
,−∇

)
(2.5.16)

andwith covariant components ∂µ by differentiatingwith respect to contravariant position
components:

∂µ =
(1
c

∂

∂t
,∇
)

(2.5.17)

When we operate on some Lorentz scalar φwith the 4-gradient, we get a 4-vector since:

∂′νφ = Λνµ∂µφ (2.5.18)

If instead we operate on a 4-vector, then:

�′ · V′ = gµν∂
′µV ′ν = (ΛµαgµνΛ

µ
β)∂αV β = gαβ∂

αV β (2.5.19)

so we get a Lorentz scalar. For example, � · X = 4.
It follows that � = ∂µ∂µ must be a scalar operator, known as the d’Alembertian operator.
It is equivalent to the classical wave operator:

�2 ≡ ∂µ∂µ = 1
c2
∂2

∂t2
− ∇2 (2.5.20)

4-wavevector

Let us assume that the phase φ = k·r−ωt of a planewave be Lorentz-invariant (this should
be case, since all observers should agree on how many cycles a wave has gone through).
This is a well motivated choice as we will soon explain. Noting that φ = (ωc ,k) · (ct, r), one
would be inclined to define the following quantity:

K =
(
ω
c
k

)
(2.5.21)

To see that our instincts are justified, consider the following thought experiment. Suppose
an observer in some frame measures the number of wave fronts crossing a finite volume
in some time interval. The number of crests will be proportional to the measured phase.
Now another observer in a frame moving relate to the initial one will still record the same
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number of crests even though the finite volume and time intervals will be different. Hence
the measured phase must be invariant.
Taking the 4-gradient of the phase we obtain a 4-vector known as the 4-wavevector:

K = �φ =
(
ω
c
k

)
(2.5.22)

The norm of the 4-wavevector is:

||K|| = ω2

c2 − k2 = ω2
( 1
c2 − 1

v2
p

)
(2.5.23)

where vp = ω
k is the phase-speed of a mode ω.

2.6 The Doppler effect
Suppose in frame S ′ we have a plane wave moving in the x′y′ plane, making an angle θ′

with the x′ axis, with wave-number k′ and angular frequency ω′. Hence we have that:

K′ = (ω
′

c
, k′ cos θ′, k′ sin θ′, 0) (2.6.1)

In the stationary frame S , we have that:
ω
c

k cos θ
k sin θ

0

 =


γ γβ 0 0
γβ γ 0 0
0 0 1 0
0 0 0 1




ω′

c
k′ cos θ′

k′ sin θ′

0

 (2.6.2)

implying that:

ω = γω′
(

1 + v

ω′k
′ cos θ′

)
, tan θ = sin θ′

γ( vω′

k′c2 + cos θ′)
(2.6.3)

Defining the phase velocity in S ′ to be vp = ω′

k′ then these become:

ω = γω′
(

1 + v

vp
cos θ′

)
(2.6.4)

tan θ = sin θ′

γ(cos θ′ + vpv
c2 )

(2.6.5)

These equations define the relativistic Doppler effect. There are two special cases of the
Doppler effect, the transverse effect where cos θ = 0, and the longitudinal effect where
cos θ′ = 1, both of which can be understood through time dilation and length contraction.
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Figure 2.3. Longitudinal Doppler effect

Longitudinal Doppler effect

Here we find that:
ω

ω′ =
√

1 + v/c

1 − v/c
(2.6.6)

We can interpret this as follows. In the source’s frame S ′, the distance between two crests
is λ′ = 2π

k′ = cT ′ where T ′ = 2π
ω′ , so that T = 2π

k′c . In the stationary frame S ′, we have that at
time t = 0, a wave-front is emitted. At t = T = γT ′, then the second wave-front is emitted,
but because the source is moving, the distance between the crests will be λ = γT ′(c − v).
Consequently:

k = 2π
λ

= 2π
γcT ′(1 − v/c) = k′

γT ′(1 − v/c) (2.6.7)

=⇒ ω

ω′ = k

k′ =
√

1 + v/c

1 − v/c
(2.6.8)

We can understand this through a helpful space-time diagram shown above.

Transverse Doppler effect

Here we find that cos θ = 0 and thus cos θ′ = −vpv
c2 . Consequently:

ω

ω′ = 1
γ

(2.6.9)

This follows clearly from applying time dilation, if the wave has period T ′ in S ′ then in S
we have a period T = γT ′ and thus ω′ = γω =⇒ ω

ω′ = 1
γ as desired.
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2.7 Thomas precession
Consider the following. In a frame S we have two squares, one moving upwards with
speed u and another moving downwards with speed v. Two of their corners are labelledA
andB as shown. We consider two additional frames: S and S ′′ which are the rest frames of

Figure 2.4. A double lorentz boost is equivalent to a single lorentz boost times a rotation. (Have to
replace with my own image)

the white and gray squares respectively. We align their frames in S ′ along their respective
squares.
In frame S velocity addition tells us that the gray square will be moving with speed v‖ =
u, v⊥ = v

γu
. Hence the line AB makes an angle θ with the x-axis satisfying tan θ = γuu

v .
Similarly, in frame S ′′ velocity addition tells us that the white square will be moving with
speed u‖ = v, u⊥ = u

γv
. Hence the line AB makes an angle θ′′ with the x-axis satisfying

tan θ′′ = u
γvv

.
Clearly, these two angles are not the same. In other words, the axes of S and S ′′ are mis-
aligned in each other’s frames but not in S ′!
We may also write that the misalignment ∆θ satisfies:

tan ∆θ =
γuu
v − u

γvv

1 + u
γvv

γuu
v

= uv(γuγv − 1)
γuu2 + γvv2 (2.7.1)

This effect is known as Thomas precession, and the above formula applies even for non-
orthogonal velocities. When we perform two successive Lorentz boosts in opposite direc-
tions, this will be equivalent to a single Lorentz boost plus an additional rotation by ∆θ.
Our rapidity statement that Lorentz boosts add up only applied because we were consid-
ering boosts in the same direction, for which ∆θ = 0.

Circular motion

Consider for example a pilot flying a plane along a circle which we model as an N sided
regular polygon with internal angles θ =

(
1 − 2

N

)
π with N very large. At each vertex, the
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Figure 2.5. A double lorentz boost is equivalent to a single lorentz boost times a rotation. (Have to
replace with my own image)

pilot must therefore rotate by an angle θ′, which due to Lorentz contraction satisfies:

tan θ′ = γ tan θ =⇒ θ′ ≈ γθ (2.7.2)

However, this means that after having gone all the way around the polygon, that is, after
N rotations, the overall angle the pilot will have rotated by would be 2πγ > 2π. There
has been an extra rotation by 2π(γ − 1)! This seemingly paradoxical result is of course be
explained through Thomas precession.
Indeed, let us assume a momentary rest frame S ′ of the pilot. Here it is moving with
velocity v relative to the rest frame S of the circle. In time dτ the pilot will be moving
relative to S ′ with velocity dv0 = a0dτ where a0 is the pilot’s proper acceleration. Let the
new instantaneous frame be S ′′. It is important to note that a0 always points towards the
center of the circle and is thus perpendicular to v0. Consequently, to move from time τ to

Figure 2.6. A double lorentz boost is equivalent to a single lorentz boost times a rotation. (Have to
replace with my own image)

τ + dτ we will have to perform a Lorentz boost from S (circle rest frame) to S ′ (pilot rest
frame at τ) to S ′′ (pilot rest frame at τ ′) along two orthogonal directions, first v0 and then
dv. We have already found the resulting precession angle seen from S :

tan dθ ≈ dθ = vdv0(γv − 1)
γvv2 =

(
1 − 1

γv

)
dv0
v

(2.7.3)
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Finally, we substitute dv0 = γvdv )by velocity addition) to find:

dθ = (γv − 1)dv
v

=⇒ ∆Θ = 2π(γv − 1) (2.7.4)

as found earlier.

− 26 −



3Tensors and the Lorentz groups

As was prefaced in the previous chapter, index notation is a very powerful, but sometimes
quite confusing tool that is used in relativity (andmost of modern physics). We have used
it without giving a very thorough justification, and we should therefore reserve a chapter
to discuss the intricacies of these indices, and more importantly, the objects they index,
tensors. A more in-depth discussion of tensors and differential geometry is given in my
Mathematical methods volume.

3.1 Vector and Dual spaces
3.2 Tensors
As an example, consider the following defining property of Lorentz matrices:

ΛT gΛ = g (3.2.1)

How do we write this in tensor notation? We have that:

η = ηαβεα ⊗ εβ (3.2.2)

and:

ΛT gΛ = (Λµαeµ ⊗ εα)T (ησγεσ ⊗ εγ)(Λνβeν ⊗ εβ) (3.2.3)
= (Λµαεα ⊗ eµ)(ησγεσ ⊗ εγ)(Λνβeν ⊗ εβ) (3.2.4)
= ΛµαησγΛνβεσ(eµ)εγ(eν)εα ⊗ εβ (3.2.5)
= ΛµαησγΛνβδσµδγνεα ⊗ εβ (3.2.6)

implying that:
ηαβ = ΛµαΛνβηµν (3.2.7)

which we wrote down in the previous chapter (we did not go through this very elegant
reasoning, but rather argued that as µ, ν = 0, 1, 2, 3 it simply gives the correct terms). We
have done this calculation in excruciating detail, but with time it should become fairly
routine.
Also, let S be a (1, 1)-tensor which we expand in the {eµ} and {εν} bases:

S = Sµνeµ ⊗ εν (3.2.8)
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We can take the transpose of this tensor (note that taking the transpose of a tensor only
makes sense within a chosen matrix representation):

ST = Sµνε
ν ⊗ eµ = (ST )νµεν ⊗ eµ (3.2.9)

implying that:
(ST )νµ = Sµν (3.2.10)

3.3 Covariant vs. contravariant
We have found that contravariant components transform as:

X ′µ = ΛµνXν (3.3.1)

where follow the notation in Weinberg of priming the component X , not the index. In
other texts, such as Carroll, Schutz or Dirac, we prime the index:

Xµ′ = Λµ′
νX

ν (3.3.2)

Both are perfectly fine, although it does lead to some confusion when referencing several
texts! I will mostly use Weinberg’s notation although whenever you see primed indices it
is implicitly assumed that we are using the other convention.
We can lower the indices in (3.3.1) using the metric tensor and find that:

X ′
µ = ΛµνXν (3.3.3)

In the other notation this reads:
Xµ′ = Λνµ′Xν (3.3.4)

To see why in the other notation, note that a vector itself is an abstract object and does not
depend on our artificial choice of basis. Consequently:

X = Xµ′eµ′ = Λµ′
νX

νeµ′ = Xνeν =⇒ eµ′ = eν(Λ−1)νµ′ (3.3.5)
=⇒ Xµ′ =

〈
Xνε

ν , eν(Λ−1)νµ′

〉
= (Λ−1)νµ′Xν = Λνµ′Xν (3.3.6)

where we defined (Λ−1)νµ′ ≡ Λνµ′ . This makes sense, since the inverse of a Lorentz trans-
formation from unprimed to primed coordinates is equivalent to a Lorentz transformation
from primed to unprimed coordinates. It is crucial to note that the contravariant and co-
variant components transform in oppositeways, their transformationmatrices are inverses
of each other:

Λαµ′Λµ′
β = δαβ (3.3.7)

In Weinberg notation, we can derive this result using the definition of the Lorentz group:

ΛαµηαβΛβν = ηµν =⇒ ΛαµΛαν = ηµν =⇒ ΛαµΛαν = δνµ (3.3.8)
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implying that:
(Λ−1)να = Λαν (3.3.9)

This, together with (3.2.10) lead to the somewhat confusing result:

(Λ−1)µα = Λαµ = (ΛT )µα (3.3.10)

This result is indeed correct, but requires some thought to be interpreted correctly. Firstly,
this does not imply that Λ−1 = ΛT , as this makes no sense at all (they are completely dif-
ferent maps). Indeed, we know that the components of ΛT are (ΛT )νµ, and consequently:

(ΛT )µα = ηµγησα(ΛT )γσ = (ηΛT η)µα (3.3.11)

so (3.3.10) becomes:
Λ−1 = ηΛT η (3.3.12)

All (3.3.10) is saying is that the Lorentz matrices are orthogonal in the Minkowski metric,
which is the expressionwe startedwith in the beginning. If we instead recognizeΛ = [Λαµ]
then , but now the same argument must be applied to the inverse giving ηΛ−1η = ΓT .
Morale of the story: you can’t just equate stuff with same indices, they must have the
correct index structure too!

3.4 The Lorentz group and representations
3.5 The Poincare group and representations
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4Relativistic dynamics

4.1 4-force
Transformation law

FromNewton’s second law,we can define the 4-force via the derivative of the 4-momentum
as follows:

F = dP
dτ

=
(1
c

dE

dτ
,
dp
dτ

)
(4.1.1)

Let us define f = dp
dt as the 3-force, then we find:

F = γ

(1
c

dE

dt
, f
)

(4.1.2)

Obviously, an invariant quantity that we can construct is:

U · F = γ2
(
dE

dt
− u · f

)
(4.1.3)

We can calculate this quantity most easily in the particle’s rest frame where u = 0 and
E = mc2:

U · F = γ2c2dm

dt
= c2dm

dτ
(4.1.4)

where we recast the result using invariant quantities. We see that when U and F are or-
thogonal, the rest mass is constant. Consequently, we get that:

dE

dt
= u · f (4.1.5)

Such forces which go solely into changing the kinetic energy of the particle are known as
pure forces.
Using the Lorentz transformations, it is easy to see that the 4-force transforms according
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4.1. 4-FORCE

to:

dE′

dt′
=

dE
dt − vf‖

1 − u · v/c2 (4.1.6)

f ′
‖ =

f‖ − v
c2
dE
dt

1 − u · v/c2 (4.1.7)

f ′
⊥ = f⊥

γ(v)(1 − u · v/c2) (4.1.8)

As we can see, the 3-force is not invariant at all. Now we have that for a pure 3-force f:

f = dp
dt

= d

dt
(γm0u) = γm0a +m0u

dγ

dt
(4.1.9)

where a = du
dt is the usual acceleration. After some algebra one finds that:

dγ

dt
= 1
m0c2

dE

dt
= u · f
m0c2 (4.1.10)

f = γm0a + u · f
c2 u (4.1.11)

giving the parallel and perpendicular components to u:

f‖ = γm0a‖ + u2

c2 f‖ =⇒ f‖ = γ3m0a‖ (4.1.12)

and similarly:
f⊥ = γm0a⊥ (4.1.13)

Clearly, we see that the force acting on the particle is not necessarily parallel to its acceler-
ation. This follows from the fact that the component p⊥ perpendicular to the force cannot
change. In other words, we require:

p⊥
f = p⊥

i =⇒ γ(vf )v⊥
f = γ(vi)v⊥

i (4.1.14)

so we see that the perpendicular velocity component must change as a result of the γ(v)
factor changing in the acceleration process.

The great train disaster

A train with rest length L is moving relative towards a bridge with Lorentz factor γ = 3.
The bridge has a rest length of L and is divided into 3 sections of equal rest length.
From the bridge’s point of view, the train gets contracted by a factor of 3 so all of the train’s
weight is acting on just one section, so the bridge breaks and the train falls.
The bridge’s architect however states that from the train’s point of view the bridge is just
100 meters long so there’s no way the train could have fallen. In fact each section only had
to support 1/9 the train’s weight.
To resolve this paradox let’s consider two frames, the rest frame of the bridge S and the rest
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4.2. RELATIVISTIC ROCKETS

frame of the train S ′. We note that the a force acting on the each train particle transforms
as f ′ = γf while the weight force acting on each bridge particle transforms asW ′ = W/γ.
The breaking force of each section is smaller than f = nW in the bridge frame, where n
is the number of particles the train is made up of. The breaking force in the train frame is
then smaller than f ′ = γnW = γ2nW ′. In other words, each section can’t support 1/9 of
the train’s rest weightW ′.

4.2 Relativistic rockets
Consider a particle accelerating along a line. Suppose that in frameS the particle ismoving
with speed v at eventA. In a proper time dτ , the particle is nowmoving at a speed v(t+dτ)
relative to S :

v(t+ dτ) = v(t) + adτ

1 + v(t)adτ/c2 ≈ v(t) + adτ − v(t)2

c2 adτ (4.2.1)

=⇒ dv(t)
dτ

= a

(
1 − v(t)2

c2

)
(4.2.2)

=⇒ v(t)
c

= tanh
(1
c

ˆ t

0
adτ

)
= tanh ρ (4.2.3)

implying that:
dρ

dτ
= a

c
(4.2.4)

This however only applies to eventA and its vicinity, but how dowe know that this applies
along the particle’s entire world-line?
We consider another frame S ′ in which S has rapidity ρS , thus obtained through a boost
which we take to be along the particle’s acceleration. Since rapidities add, we have that
the particle’s rapidity in S ′ is ρ′ = ρA + ρ and thus:

dρ′

dτ
= dρS

dτ
+ dρ

dτ
= dρ

dτ
= a

c
(4.2.5)

since S is an inertial frame. So, we see that the time evolution of the rapidity is the same
in all inertial frames co-linear with the acceleration. Thus the relation

dρ

dτ
= a

c
(4.2.6)

applies to the particle’s entire motion in any inertial frame.
We can apply this to a rocket undergoing constant linear acceleration. Then we have that:

ρ(τ) = aτ

c
+ cnst. (4.2.7)

We can set the constant of integration to zero by considering the particle’s rest frame at
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4.2. RELATIVISTIC ROCKETS

time τ = 0. Then we find that the particle’s speed is:

v = c tanh
(
aτ

c

)
(4.2.8)

Next we wish to relate τ to t in S . We have that:
dt

dτ
= γ = cosh

(
aτ

c

)
=⇒ t = c

a
sinh

(
aτ

c

)
(4.2.9)

assuming clocks t, τ are synchronized at t = τ = 0. Inserting this into (4.2.8) we reach:

v(t) = at√
1 + a2t2/c2 (4.2.10)

Note that as t → ±∞, v → ±c, an uniformly accelerating particle will seem to approach
the speed of light in the infinite time limit. Moreover, we see that:

dv(t)
dt

= a

(1 + a2t2/c2)3/2 (4.2.11)

so the acceleration in S approaches zero as t → ∞, while in the particle’s instantaneous
rest frame the acceleration remains constant at a.
Finally, we may look at the particle’s trajectory. We have that:

dx

dτ
= dx

dt

dt

dτ
= c sinh

(
aτ

c

)
(4.2.12)

and thus:
x = c2

a
cosh

(
aτ

c

)
(4.2.13)

where we assume that the particle has position x = 0 at t = 0. Hence

x2 =
(
c2

a

)2
(1 + a2t2

c2 ) ⇐⇒ x2 − c2t2 = c4

a2 (4.2.14)

The particle undergoes hyperbolic motion.
Note that ds2 = x2 − c2t2 is just the space-time interval between the events (t = 0, x = 0)
and (t, x). This suggests that a four-vector formulation of this problem. We have that:

X = c2

a
(cosh ρ, sinh ρ) =⇒ Ȧ = a2

c2 U (4.2.15)

Now, for a particle moving with constant acceleration then:

0 = d

dτ
(a2) = d

dτ
(A · A) = 2A · Ȧ ∝ A · U (4.2.16)

so the 4-acceleration and 4-velocity are orthogonal.
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4.3 Central forces
In the case of a central force, f = f(r)r̂, we can define the 3-angular momentum as:

L = r × p (4.3.1)

As in classical mechanics, angular momentum is conserved:

L̇ = v × p + r × f = 0 (4.3.2)

Consequently, adopting polar coordinates so that p = γm(ṙ, rφ̇) ≡ (pr, γmrφ̇), we find:

L = γmr2φ̇ ⇐⇒ L

mr2 = dφ

dτ
(4.3.3)

This relates the angular momentum of a particle in some frame to the derivative of the
angular position of the particle with respect to proper time.
Now using the energy-momentum relation with p = (pr, γmrφ̇), we find that:

p2
r = E2

c2 − L2

r2 −m2c2 (4.3.4)

Now define the potential energy due to f as:

V = −
ˆ r

O
f · dr (4.3.5)

Conservation of energy then requires that:

Etot ≡ γmc2 + V = cnst. ⇐⇒ p2
rc

2 + c2L2

r2 +m2c4 = (ε− V )2 (4.3.6)

Now:
dr

dτ
= dr

dt

dt

dτ
= pr
m

(4.3.7)

can be substituted into (4.3.6) to get the radial kinetic energy:

1
2m

(
dr

dτ

)2
=

(ε− V )2 −m2c4 − L2 c2

r2

2mc2 (4.3.8)

= εeff − Veff (4.3.9)

where

εeff = ε2 −m2c4

2mc2 (4.3.10)

Veff = 2εV − V 2

2mc2 + L2

2mr2 (4.3.11)
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4.4. ENERGY AND MOMENTUM RELATIONS

For a central potential V (r) = −α
r :

Veff = −2αε/r − α2/r2

2mc2 + L2

2mr2 (4.3.12)

= 1
2mc2

(
L2c2 − α2

r2 − 2αε
r

)
(4.3.13)

= 1
2mc2

((L2 − L2
c)c2

r2 − 2αε
r

)
(4.3.14)

where we defined Lc = α
c . The first term presents dominates at very small r and can be

either attractive or repulsive, while the second gives an attractive potential at large r. In
the regime where L > Lc and εeff > 0, then we have stable bound orbits, and we have
that:

m
d2r

dτ2
dr

dτ
= −dVeff

dτ
= −dVeff

dr

dr

dτ
(4.3.15)

⇐⇒ m
d2r

dτ2 = −dVeff
dr

(4.3.16)

⇐⇒ d2r

dτ2 = (4.3.17)

4.4 Energy and momentum relations
We begin by justifying our definitions for the energy E = γ(v)m0v and momentum p =
γ(v)m0v.
We consider a general elastic collision between two identical particles (elastic meaning
that the rest masses are left unchanged). We choose a frame F such that the two particles
have opposite velocities, and orient our axes so that the x-axis bisects the angle of collision,
thus ensuring that P 1 is conserved.
We now consider two frames, one moving along the −x direction, following the right par-
ticle, and another moving along the +x direction, following the left particle. Let their
relative speed be v.
From the first frame’s point of view, the right particle doesn’t move along the x-axis, only
along the y-axis (say with speed u), while the left particle moves along the x-axis with
speed v, as well as along the y-axis (say with speed u′). By symmetry, from the second
frame’s point of view the speeds are exactly the same, but just with reversed roles.
We propose that there is a quantity p = α(v)m0v, known as momentum, is conserved in
this collision, and investigate whether or not it exists. In the first frame, we see:

2α(u)m0u = 2α(w)m0u
′ =⇒ α(w)

α(u) = u

u′ (4.4.1)

Lorenz boosting to the second frame, we get u′ = u
γ(v) and thus:

α(w) = γ(v)α(u) (4.4.2)
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Finally, we have that w2 = v2 + (u′)2 = v2 + u2 − u2v2/c2. Setting α(v) = γ(v) in general
we see that (4.4.2) is satisfied. Therefore, we should have that:

p = γ(v)m0v (4.4.3)

We have yet to consider what happens when the collision involves photons which are
massless. We begin by using Planck’s relations for photons E = hν and p = hν/c. We
consider a mass decaying into two photons. In the mass’ rest frame, the photons each
have frequency ν, while in some framemoving with speed v to the right, the photons have
frequencies ν1 and ν2 as shown.
If energy and momentum are to be conserved, in the rest frame:

E = 2hν, p = 0 (4.4.4)

while in the moving frame:

E′ = h(ν1 + ν2), p′ = h

c
(ν2 − ν1) (4.4.5)

We now use the longitudinal Doppler equation to relate ν1 and ν2:

ν2,1 =
√

1 ± v/c

1 ∓ v/c
ν (4.4.6)

=⇒ ν1 + ν2 = 2γν, ν2 − ν1 = 2γ v
c
ν (4.4.7)

Plugging these into (4.4.5) gives:

E′ = γE, p′ = γE
v

c2 (4.4.8)

We now resort to the correspondence principle, our result from Special relativity should
reproduce Classical results in the limit v

c → 0. Since in classical mechanics we expect
E′ − E = 1

2m0v
2, we should have:

E(γ − 1) = 1
2m0v

2 =⇒ E = mc2 (4.4.9)

finally giving the desired relations:

E = γmc2, p = γmv (4.4.10)

4.5 Conservation laws
For a system ofN particles with 4-momenta Pi, we define the collective total 4-momentum
to be:

P(t = t0) =
∑
i

Pi(t = t0) (4.5.1)
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We have to specify the time at which the sum is taken since in general 4-vectors repre-
sent different events in different frames. Here t0 is the time in the frame in which we are
measuring the total 4-momentum. By this definition, in a different frame we must have

P(t′ = t′0) =
∑
i

Pi(t′ = t′0) (4.5.2)

However, due to the loss of simultaneity, it is not immediate that one can always find a
Lorentz boost Λ such that P(t′ = t′0) = ΛP(t = t0). Indeed if the particles have different
velocities and don’t move as a rigid body then in general Pi(t′ = t′0) 6= ΛPi(t = t0), the
individual 4-momenta are not transforms of each other.
If wewant the total 4-momentum to be an actual 4-vector that transforms accordingly, then
we need a new axiom, the conservation of momentum. Let:

PAA = 4-momentum in frame A at simultaneous times in frame A (4.5.3)
PAB = 4-momentum in frame A at simultaneous times in frame B (4.5.4)
PBB = 4-momentum in frame B at simultaneous times in frame B (4.5.5)

If the conservation of momentum is satisfied then we must have PAA = PAB , and thus

PBB = ΛPAB = ΛPAA (4.5.6)

as desired.

If a sum of 4-vectors evaluated at space-like events
is conserved, then this sum is also a 4-vector.

(4.5.7a)
(4.5.7b)

It immediately follows that if a 4-vector is conserved in one frame, then it is conserved in
all frames.
We prove one final result:

If one component of a 4-vector is conserved in
all frames, then the entire 4-vector is conserved.

(4.5.8a)
(4.5.8b)

To begin, note that if a component of a 4-vector is null in zero frames, then the entire 4-
vector must be zero. Indeed if one of the spatial components is zero in all frames, then by
rotations we see that all spatial components must be zero. If the time component is zero in
all frames, but at least one spatial component is not, then we can Lorentz boost along that
component to make the time component non-zero, a contradiction. Hence all components
of the four-vector must be zero.
SupposeP has a componentPµ that is conserved so thatPµ = P ′µ. Then lettingQ = P′−P,
and applying the lemma we have proven, we see that Q = 0, and thus the entire 4-vector
P is conserved.
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4.6 Relativistic collisions
We can now use the tools we have developed on conservation laws to examine a plethora
of relativistic collisions.

Radioactive decay/absorption

Suppose a particle ofmassM decays into two smaller particles ofmassesm1 andm2. In the
rest frame of the initial particle, the four-momentum ofM reads P1 = (Mc, 0, 0, 0), while
for the final two particles it is P2 = (E1/c, p1, 0, 0) and P3 = (E2/c, p2, 0, 0). Conservation
of 4-momentum implies that:

E1 + E2 = Mc2, p1 = −p2 (4.6.1)

The energy-momentum equivalence relation also implies that:

E2
1 − p2

1c
2 = m2

1c
4, E2

2 − p2
1c

2 = m2
2c

4 (4.6.2)
⇐⇒ (E1 − E2)(E1 + E2) = (m2

1 −m2
2)c4 (4.6.3)

⇐⇒ E1 − E2 = m2
1 −m2

2
M

c2 (4.6.4)

⇐⇒ E1 = m2
1 −m2

2 +M2

2M c2 (4.6.5)

Suppose one of the particles is a photon so that m1 = 0. Let E0 = Mc2 − m2c
2 be the

change in rest mass energy. Then:

E1 = M2 −m2
2

2M c2 =
(

1 − E0
2Mc2

)
E0 (4.6.6)

so the energy of the photon is slightly smaller than the rest energy change, with:

E1 − E0 = − E2
0

2Mc2 (4.6.7)

known as the recoil energy reducing the photon energy. The recoil energy is required to
recoil the massm2 as required by conservation of momentum.
If instead we have a massm2 strike a massm1 thus forming a larger massM , then one can
easily find through the same process as the case of emission that:

E1 = −m2
1 −m2

2 +M2

2M c2 (4.6.8)

Two-particle decay

Suppose a particle of massM decays into several smaller particles. We have that:

P =
∑
i

Pi (4.6.9)
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and thus
M2c4 =

(∑
i

Ei

)2
−
(∑

i

pi
)

·
(∑

i

pi
)
c2 (4.6.10)

If we only have two decay products then:

P = P1 + P2 =⇒ M2c2 = m2
1c

2 +m2
2c

2 + 2P1 · P2 (4.6.11)

ClearlyP1·P2 = γ(u)m1m2c
2 (evaluate this product in the rest frame of one of the particles)

where u is the relative speed of one decay product relative to the other. Hence:

M2 = m2
1 +m2

2 + 2γ(u)m1m2 (4.6.12)

If one is able to measure the outgoing particles’ masses and relative speeds, then we can
trace back to the original mass.

Threshold energy and the CM frame

Suppose we take a particle of mass m with energy E, momentum p and collide it with
another particle of massM with the goal of creating new particles.
We can consider this from the center of mass frame where PCM = (ECM/c,0), while in
the laboratory frame P = (E/c+Mc,p). Thus:

E2
CM = (E +Mc2)2 − p2c2 = m2c4 +M2c4 + 2EMc2 (4.6.13)

Our goal is to find the minimum E, known as threshold energy, such that the collision
may create several particles of total rest mass ∑imi. Clearly, this is achieved when all
the particles move with momentum p in the lab frame, and thus no momentum in the
CM frame. In this case ECM =

∑
imic

2 which when substituted into (4.6.13) gives the
threshold energy:

Eth =
(∑

imi
)2 −m2 −M2

2M c2 (4.6.14)

It is also useful to knowwhat is the relative velocity between the CM frame and lab frame.
Suppose we have a system with momentum p and energy E in the lab frame. WLOG we
can align our x-axis with p, and thus Lorentz boost to the CM frame:

ECM = γ(v)(E − pv), 0 = γ(v)(vE/c2 − p) (4.6.15)

the latter of which gives v = pc2

E and hence ECM = γE
2−p2c2

E .

Three-body decay

We now consider a particle of massM decaying into three products of massesm1,m2,m3.
We have that:

P = P1 + P2 + P3 (4.6.16)
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Now a useful trick when solving collisions problems is squaring both sides of the momen-
tum conservation law.

(P − P3)2 = (P1 + P2)2 =⇒ M2c2 +m3c
2 − 2P · P3 = m2

1c
2 +m2c

2 + 2P1 · P2 (4.6.17)

Note that the result is symmetric inm,M reflecting the fact that while in our derivationm
was made to collide withM , the opposite picture may also be taken.

Elastic collisions

In an elastic collision the colliding particles do not undergo any change in mass. This
alone allows us to derive an interesting result with a classical analogue. Suppose two
particles with 4-momenta P and Q collide elastically, outgoing with 4-momenta P′ and Q′.
Conservation of momentum implies that

P + Q = P′ + Q′ (4.6.18)
⇐⇒ P2 + Q2 + 2P · Q = P′2 + §Q′2 + 2P′ · Q′ (4.6.19)
⇐⇒ P · Q = P′ · Q′ (4.6.20)

Consequently, since P ·Q ∝ γu where u is the relative velocities of the particles, we see that
the particles will have the same relative velocity before and after the collision. Note that
the same result holds in classical mechanics.
Consider two identical particles of massm colliding. We adopt the rest frame of one of the
particles and orient our axes so that the x-axis points along the collision line.
We find that before the collision the particles have 4-momenta:

P1 = (γumc, γumu, 0, 0) (4.6.21)
P2 = (mc, 0, 0, 0) (4.6.22)

while after the collision they are:

P3 = (γvmc, γvmv cos θ1, γvmv sin θ1, 0) (4.6.23)
P4 = (γwmc, γwmw cos θ1,−γwmw sin θ1, 0) (4.6.24)

Conservation of momentum then yields:

γu + 1 = γv + γw (4.6.25)
γuu = γvv + γww (4.6.26)

The second gives:
γ2
uu

2 = γ2
vv

2 + γwww
2 + 2γvγwv · w (4.6.27)

and substituting the first into the above we find

(γv + γw − 1)2u2 = γ2
vv

2 + γwww
2 + 2γvγwv · w (4.6.28)
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and using the relation γ2
vv

2 = (γ2
v − 1)c2 we find:

(γv + γw − 1)2c2 − c2 − γ2
vv

2 − γwww
2 = 2γvγwvw cos θ (4.6.29)

=⇒ 2c2(γv − 1)(γw − 1) = 2γvγwvw cos θ (4.6.30)

=⇒ cos θ = (γv − 1)(γw − 1)
γvγwvw

c2 =
√
γv − 1
γv + 1

γw − 1
γw + 1 (4.6.31)

This gives the angle between the outgoing elastically collided particles. In the low speed
limit the particles leave at right angles to each other, and as we increase the speeds θ de-
creases.

Compton scattering
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5Covariant electromagnetism

5.1 Remarks on relativistic waves
5.2 The Continuity equation and 4-current
Electric charge is locally conserved, this is expressed using the continuity equation:

∂ρ

∂t
+ ∇ · J = 0 (5.2.1)

If it were possible to establish J = (ρc, J) as a 4-vector, then one could neatly write the
continuity equation in a Lorentz covariant form: 1 � · J ≡ ∂µJ

µ = 0

Consider two frames S and S ′ moving with relative velocity u. In frame S a finite region
of charge density ρmoves with velocity v to the right as shown:
Due to the Lorentz invariance of charge, we must have that the same amount of charge
must be contained within an infinitesimal volume, so that:

ρdr = ρ′dr′ (5.2.2)

Now letting w be the speed of the charge volume in S ′ then clearly γw = γvγu
(
1 + u·v

c2
) by

velocity-addition. Hence:

dr = dr0
γv

=⇒ dr′ = γv
γw
dr = dr

γu(1 + u · v/c2) (5.2.3)

which gives:
ρ′ = γu

(
ρ+ J · u

c2

)
(5.2.4)

as desired. We nowmake use of the definition J = ρv and J′
‖ = ρ′w‖ to get the transforma-

tion of parallel components:

J′
‖ = γu

(
ρ+ J · u

c2

)
w‖ = γu

(
ρ+ ρ

v · u
c2

) u + v
1 + u · v/c2 = γuρ(u + v) (5.2.5)

1Lorentz covariant means that it makes no reference to frame coordinates, sort of like how Newton’s laws
in vector form are Galilean covariant as they don’t make reference to spatial coordinates
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which gives:
J′
‖ = γu(J + ρu) (5.2.6)

Finally,

J′
⊥ = γu

(
ρ+ J · u

c2

)
w⊥ = γu

(
ρ+ ρ

v · u
c2

) v
γu(1 + u · v/c2) = ρv (5.2.7)

which gives:
J′
⊥ = J⊥ (5.2.8)

It follows that (ρc, J) transforms as a 4-vector which we call the 4-current. We could have
also noted that J = ρ0U where ρ0 is the rest charge density, a Lorentz scalar. The continuity
equation takes the form:

� · J = 0 (5.2.9)

5.3 E and B, two sides of the same coin
Our discussion on charges and currents suggest that there is an interplay between charge
distributions and current distributions, which themselves produce electric and magnetic
fields. As Lorentz transforming charges produce currents and vice versa, one should ex-
pect that Lorentz transforming electric fields should produce magnetic fields too.
Consider in some frame S a neutral wire carrying a current I (made of moving positive
charges). If we place a test charge at some radial distance r with initial speed v along the
wire, then one would expect the force on it to be a purely magnetic Lorentz force:

Fmag = −qvµ0I

2πr (5.3.1)

Let’s now boost to the test charge’s rest frame S ′. Now the positive charge density will be
ρ+ = ρ in S and hence ρ′

+ = γvρ

(
1 − uv

c2

)
in S ′ while the negative charge density will

be ρ− = −ρ in S and hence ρ′
− = −γvρ in S ′. The test particle will thus experience no

magnetic force but an electrostatic force due to a net charge density ρ′ = γvρ
uv
c2 . If the wire

has cross-section A then the electric field produced will be:

F ′
el = −γv

qρuvA

2πc2ε0r
= −γv

qµ0ρuvA

2πr (5.3.2)

We can transform this form in the original frame to find:

Fel = −qµ0ρuvA

2πr (5.3.3)

Recall that if the wire has current I and cross-section A then I = nAeu = ρAu where n
is the charge carrier density and e the electron charge. Therefore the above result may be
rewritten as:

Fel = −qvµ0I

2πr = Fmag (5.3.4)

which is precisely the magnetic force we calculated earlier! In hindsight there was no real
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need to define a magnetic force, all of this could be calculated using Lorentz contraction
and Coulomb’s law.

5.4 Gauge invariance
What is a gauge?

We now seek to find a more general law of transformation between the electric and mag-
netic fields. To do so we must look at the gauge invariance of Maxwell’s equations.

∇ · E = ρ (5.4.1)
∇ · B = 0 (5.4.2)

∇ × E = −∂B
∂t

(5.4.3)

∇ × B = µ0J + 1
c2
∂E
∂t

(5.4.4)

From the second equation and the Hemholtz decomposition theorem we see that we may
write B = ∇ × Awhere A is a vector potential. It then follows that:

∇ × E = −∇ × ∂A
∂t

=⇒ ∇ ×
(
E + ∂A

∂t

)
= 0 (5.4.5)

which means the electric and magnetic field may be written as functions of the scalar and
vector potentials:

B = ∇ × A, E = −∇φ− ∂A
∂t

(5.4.6)

These equations have a hidden symmetry, known as a Gauge invariance, which follows
from the fact that the curl of a gradient is null. Consequently, suppose we perform the
transformation A′ 7→ A + ∇χ for some well-behaved χ:

∇ × A′ = ∇ × A + ∇ × (∇χ) = E (5.4.7)

We therefore have an infinite family of possibleA for a givenA. This is somehow reminis-
cent of how an indefinite integral has infinitely many possible values due to the fact that
the derivative of a constant is zero. We can extend this argument to E:

E = −∇φ− ∂A
∂t

− ∂(∇χ)
∂t

(5.4.8)

so if we want this gauge invariance to apply to E then we need φ 7→ φ − ∂χ
∂t . With this

choice then:
E = −∇φ+ ∇∂χ

∂t
− ∂A

∂t
− ∂(∇χ)

∂t
= −∇φ− ∂A

∂t
(5.4.9)

as desired.
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To summarize, our definitions of E and B are invariant under gauge transformations:

φ 7→ φ+ ∂χ

∂t
, A 7→ A − ∇χ (5.4.10)

These transformations can be written more succintly as:

(φ/c,A) 7→ (φ/c− 1
c

∂χ

∂t
,A + ∇χ) (5.4.11)

which suggests postulating that Aµ = (φ/c,A) is a 4-vector. If this is the case then a gauge
transformation can be written as:

Aµ 7→ Aµ + ∂µχ (5.4.12)

One very famous gauge that is often used in classical electromagnetism is the Coulomb
gauge:

∇ · A = 0 (5.4.13)
With this gauge one obtains the homogeneous wave equations:

∇2A − 1
c2
∂A
∂t2

= 0 (5.4.14)

as can be easily verified. Unfortunately this gauge is incompatible with special relativity
because it does not treat time and space on equal footing (it is not Lorentz covariant). It
would be nice to have a gauge condition that is manifestly covariant.

The Lorentz gauge

With this in mind, we try to formulate Ampere-Maxwell’s law using the vector potential:

∇ × (∇ × A) = ∇(∇ · A) − ∇2A = µ0J − 1
c2
∂2A
∂t2

− 1
c2
∂(∇φ)
∂t

(5.4.15)

⇐⇒ ∇
(

∇ · A + 1
c2
∂φ

∂t

)
+ 1
c2
∂2A
∂t2

− ∇2A = µ0J (5.4.16)

Note that ∇ · A + 1
c2
∂φ
∂t ≡ ∂µA

µ. It would be nice to set this equal to zero, so we define a
new gauge known as the Lorentz gauge:

� · A = 0 (5.4.17)

Note that this finally shows that Aµ is a 4-vector, since its dot product with the 4-gradient
gives a Lorentz scalar.
Also, it is always possible to find a Lorentz gauge for a givenE,B. Indeed, supposewe have
some 4-potential Aµ such that ∂µAµ = f . Then if we perform some gauge transformation
A′µ = Aµ + ∂µχwe find:

∂muA
′µ = ∂µA

µ + �2χ (5.4.18)
For this to be zero we require �2χ = −f . Due to the existence and uniqueness theorem
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this can always be done so one can always use the Lorentz gauge.
With this in mind we get that:

1
c2
∂2A
∂t2

− ∇2A = µ0J =⇒ �2A = µ0J (5.4.19)

Knowing that (φ/c,A) and (ρc, J) are 4-vector we should expect a very similar equation to
hold for ρ. We can use Gauss’s law to write:

∇2φ+ ∂

∂t
(∇ · A) = ∇2φ− 1

c2
∂2φ

∂t2
= ρ/ε0 (5.4.20)

⇐⇒ ∇2(φ/c) − 1
c2
∂2φ/c

∂t2
= µ0ρc =⇒ �2φ = µ0ρ (5.4.21)

We can combine �2A = µ0J and �2A = µ0ρ into a single, manifestly covariant equation:

�2A = µ0J (5.4.22)

We have not yet proven that it is possible to find a Lorentz gauge for all possible electro-
magnetic configurations. We need to find a gauge transformation that reduces any given
4-potential to a Lorentz gauge.
Suppose that we are given some potential Aµ which does not satisfy the Lorentz gauge
condition: ∂µAµ = ϕ 6= 0 where ϕ is some function. When we perform a gauge transfor-
mation, we find that that the new gauge must satisfy ∂µAµ + �2χ = ϕ. For the Lorentz
condition to hold we require �2χ = ϕ:

1
c2
∂2χ

∂t2
− ∇2χ = ϕ (5.4.23)

But the wave-equation has an existence and uniqueness theorem, thus given the necessary
boundary conditions this wave-equation always has a solution.

5.5 Making Electromagnetism covariant
The electromagnetic field tensor

With our development of the 4-potential we now seek to write Maxwell’s equations in
manifestly covariant form. To do so we will need a quantity which encodes both E and B
and that follows Lorentzian transformation laws.
Clearly this cannot be a 4-vector since we have a total of 6 electromagnetic field compo-
nents. The next logical step is a 4-tensor Fµν which transforms as:

F ′µν = ΛµαΛνβFαβ ⇐⇒ F′ = ΛFΛT (5.5.1)

This is easily done by We can define the following rank-2 tensor:

Fµν = ∂µAν − ∂νAµ (5.5.2)
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known as the electromagnetic field tensor. One very important property of this tensor is
that it is anti-symmetric. Consequently Fµµ = 0.
Note also that Aµ → Aµ + �χ then:

Fµν → ∂µ(Aν + �χ) − ∂ν(Aµ + �χ) = Fµν (5.5.3)

so the electromagnetic field tensor is gauge invariant as one would require for it to encode
information about E and B.
Now we know that Fµν will definitely include the electric and magnetic fields as we are
taking derivatives of the potentials. Indeed:

F i0 = 1
c
∂iφ− 1

c
∂0A = Ei =⇒ F 0i = −Ei/c (5.5.4)

Similarly:
F 12 = −∂Ay

∂x
+ ∂Ax

∂y
= −B3 (5.5.5)

We can cycle through the indices and find that F 13 = B2 and F 23 = −B1. In general it is
easy to see that:

Bi = 1
2εijkF

jk, Ei = cF i0 (5.5.6)

Thus:

Fµν =


0 −Ex/c −Ey/c −Ez/c

Ex/c 0 −Bz By
Ey/c Bz 0 −Bx
Ez/c −By Bx 0

 (5.5.7)

The Electromagnetic field equations

Immediately we see that:

∂µF
µν = ∂µ∂

µAν − ∂µ∂
νAµ = �2Aν (5.5.8)

so using (5.4.22) we find that:
∂µF

µν = µ0J
ν (5.5.9)

Also, we see that due to the antisymmetry of the electromagnetic field tensor the following
must also hold:

∂[αFβγ] ≡ ∂αFβγ + ∂γFαβ + ∂βFγα = 0 (5.5.10)
known as the Bianchi identity. It is easy to see that this reproduces the homogeneous
Maxwell equations.
We can write (5.5.10) in another way by introducing the dual electromagnetic field tensor:

F̃µν = 1
2ε

µναβFαβ (5.5.11)
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It is then easy to see that due to the anti-symmetry of the Levi-Civita 4-tensor:

∂µF̃
µν = 1

2ε
µναβ∂µFαβ (5.5.12)

= 1
6ε

µναβ(∂µFαβ + ∂µFαβ + ∂µFαβ) (5.5.13)

= 1
6ε

µναβ(∂µFαβ + ∂βFµα + ∂αFβµ) (5.5.14)

We recognize that the factor in parenthesis must vanish, so we find:

∂µF̃
µν = 0 (5.5.15)

Maxwell’s equations have thus been reduced to two manifestly covariant equations:

∂µF
µν = µ0J

µ, ∂µF̃
µν = 0 (5.5.16)

5.6 Lorentz transforming the Lorentz force
Manifestly covariant Lorentz force

In classical electromagnetism we define the electric and magnetic fields as vector fields
embedded in space which act on a charge q with a Lorentz force:

f = q(E + v × B) (5.6.1)

We can write this as:

f i = q(Ei + εijkvjBk) (5.6.2)
= q(cF i0 + εijkvkBi) (5.6.3)
= q(cF i0 + F ijvj) = qF iµUµ (5.6.4)

which suggests writing down more generally that:

F = qF · U ⇐⇒ fµ = qFµνUν (5.6.5)

which gives an additional equation:

dEen
dt

= qv · E (5.6.6)

where Een is the energy, and not the electric field amplitude. We can make sense of this
equation if the Lorentz force is a pure force (which it should be, electromagnetic fields can
only accelerate particles), then we see that:

dE

dt
= v · f = v · E (5.6.7)
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E and B transformations

We now use the fact that the electromagnetic field tensor is a tensor to derive the transfor-
mation laws of the electric and magnetic fields. We see that:

E′
x = F ′10 = Λ1

µΛ0
νF

µν

= Λ1
0Λ0

1F
01 + Λ1

1Λ0
0F

10

= −β2γ2Ex + γ2Ex

= Ex

E′
y = F ′20 = Λ2

µΛ0
νF

µν

= Λ2
2Λ0

1F
21 + Λ2

2Λ0
0F

20

= −γβcBz + γEy

= γ(Ey − vBz)

E′
z = F ′30 = Λ3

µΛ0
νF

µν

= Λ3
3Λ0

1F
31 + Λ3

3Λ0
0F

30

= γβcBy + γEz

= γ(Ez + vBy)

B′
x = F ′32 = Λ3

µΛ2
νF

µν

= Λ3
3Λ2

2F
32

= Bx

B′
y = F ′13 = Λ1

µΛ3
νF

µν

= Λ1
1Λ3

3F
13 + Λ1

0Λ3
3F

03

= γBy + βγEz/c

= γ(By + v/c2Ez)

B′
z = F ′21 = Λ2

µΛ1
νF

µν

= Λ2
2Λ1

0F
20 + Λ2

2Λ1
1F

21

= −γβEy/c+ γBz

= γ(Bz − v/c2Ey)

Consequently for boosts along the x-axis:

E′
x = Ex B′

x = Bx

E′
y = γ(Ey − vBz) B′

y = γ(By + v/c2Ez)

E′
z = γ(Ez + vBy) B′

z = γ(Bz − v/c2Ey)

These can be generalized to:

E′
‖ = E‖ B′

‖ = B‖

E′
⊥ = γ(E⊥ + v × B) B′

⊥ = γ(B⊥ − v × E/c2)

As we can see, the electric field in one frame morphs into part of the magnetic field in
another frame, thus explaining the phenomenon in 5.3, as well as most of the interactions
in the natural world.
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6Electromagnetic radiation

In classical electromagnetism it is known that Maxwell’s equations allow for electromag-
netic waves. We are interested in seeing how suchwaves can be generated in the first place,
how does one produce a changing electric and magnetic field? The answer is accelerating
charges.

6.1 The Hemholtz equation
In the Lorentz gauge ∂µAµ = 0 the inhomogeneous maxwell equations read:

�2Aµ = µ0J
µ ⇐⇒

( 1
c2
∂2

∂t2
− ∇2

)
Aµ = µ0J

µ (6.1.1)

Let us take a temporal Fourier transform:

Aµ(x, t) =
ˆ ∞

−∞

dω

2π Ãµ(x, ω)e−iωt, Jµ(x, t) =
ˆ ∞

−∞

dω

2π J̃µ(x, ω)e−iωt (6.1.2)

and substitute into (6.1.1):
ˆ ∞

−∞

dω

2π

( 1
c2
∂2

∂t2
− ∇2

)
Ãµ(x, ω)e−iωt =

ˆ ∞

−∞

dω

2π µ0J̃µ(x, ω)e−iωt (6.1.3)

=⇒
(

∇2 + ω2

c2

)
Ãµ = −µ0Jµ (6.1.4)

The last equation is known as the Hemholtz equation, and can be solved using Green’s
functions. We find that: (

∇2 + ω2

c2

)
G(x, x′) = δ3(x − x′) (6.1.5)

The Hemholtz equation is spherically symmetric so the solution can only depend on the
radial coordinate r = |x − x′|. Then we claim that the following are Green’s functions:

G±(r) = − 1
4π

e±ikr

r
, r 6= 0 (6.1.6)
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where k = ω
c . Indeed, we have that:

∇2G±(r) = − 1
4πr∇2e±ikr + e±ikr∇2

(
− 1

4πr

)
+ 2(∇e±ikr) · ∇

(
− 1

4πr

)
(6.1.7)

Term by term, we have that:

∇2e±ikr = ∇ · (±ike±ikr r̂) =
(

− k2 ± 2ik
r

)
e±ikr (6.1.8)

∇2
(

− 1
4πr

)
= δ3(r) (6.1.9)

(∇e±ikr) · ∇
(

− 1
4πr

)
= (±ike±ikr r̂) ·

( 1
4πr2 r̂

)
(6.1.10)

finally giving:
∇2G±(r) = −k2G±(r) + δ3(r) (6.1.11)

as desired. Consequently the general solution to (6.1.5) is:

Aµ(x, t) = µ

4π

ˆ
dω

2π

ˆ
d3x′ e

−iω(t−|x−x′|/c)

|x − x′|
J̃µ(x′, ω) (6.1.12)

For reasons that we shall clarify soon we only kept theG+ green’s function. We can define
the retarded time as:

tret = t− |x − x′|
c

(6.1.13)

which finally gives the retarded potential:

Aµ(x, t) = µ

4π

ˆ
d3x′Jµ(x′, tret)

|x − x′|
(6.1.14)

Surprisingly, our general solution for the 4-potential is quite similar to the stationary 4-
current solution (Coulomb and Biot-Savart laws). The only difference is that we must
integrate over the 4-current at a retarded time tret rather than t. This is a consequence of
causality: the fact that if a we perturb the 4-current at (x′, t′) then an observer at position
xwill have to wait t− tret time to obtain this information. So to the observer the 4-current
is as it actually is at (proper) time t− tret.
We now see why the Green’s function G+ could not have been chosen. It would have vio-
lated causality, implying that to know the 4-potential at time t one should have knowledge
of the 4-current at a later time tadv = t+ |x−x′|

c .

6.2 Retarded and advanced Green’s functions
There is another method to derive the advanced and retarded potentials which is quite
useful, especially in later courses (e.g. QFT). Instead of finding the Green’s functions from
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the Hemholtz function, we start directly with the wave equation:(
∇2 − 1

c

2 ∂2

∂t2

)
G(r, t) = δ3(r)δ(t) (6.2.1)

where we set x′ = 0 and t′ = 0. We can once again take a Fourier transform, this time both
in space and time:

G(r, t) =
ˆ
dωd3k
(2π)4 G̃(k, t)ei(k·r−ωt) (6.2.2)

One may be initially perplexed by the negative sign in the exponent. Relativistically, note
that K · X = ωt− k · r thus giving the negative sign in the Fourier transform 1. Physically,
this means that we want to decompose our solutions into waves propagating forwards in
time, rather than backwards.
The wave-equation now reads:(

∇2 − 1
c2
∂2

∂t2

)
G(r, t) = δ3(r)δ(t) (6.2.3)

=⇒
ˆ
dωd3k
(2π)4 G̃(k, ω)

(
− k2 + ω2

c2

)
ei(k·r−ωt) =

ˆ
dωd3k
(2π)4 e

i(k·r−ωt) (6.2.4)

=⇒ G̃(k, ω) = − 1
k2 − ω2/c2 (6.2.5)

and reverting the Fourier transform:

G(r, t) = −
ˆ
dωd3k
(2π)4

ei(k·r−ωt)

k2 − ω2/c2 (6.2.6)

We have an issue, there are two poles at ω = ±ck in our integrand that must be integrated
over. To simplify matters let us move to polar coordinates by setting the kz-axis to point
along r. One then finds that k · r = kr cos θ and thus

G(r, t) = − 1
(2π)3

ˆ ∞

0
dk k2

ˆ ∞

−∞
dω

e−iωt

k2 − ω2/c2

ˆ π

0
dθ sin θeikr cos θ (6.2.7)

The integral in dθ can be evaluated by a simple substitution:
ˆ π

0
dθ sin θeikr cos θ−ωt = − 1

ikr

[
eikr cos θ

]π
0

= 2sin(kr)
kr

(6.2.8)

giving:
G(r, t) = 1

4π3

ˆ ∞

0
dk c2k2 sin(kr)

kr

ˆ ∞

−∞
dω

e−iωt

(ω − ck)(ω + ck) (6.2.9)

(note the sign change due to the denominator). We can evaluate this integral in the com-
plex ω-plane by choosing a contour running over Re(ω) but jumping over the poles at
ω = ±ck. There are several choices for such a contour, we present two that give the re-
tarded and advanced Green’s functions found earlier.

1note that depending in the (− + ++) metric K · X = k · r − ωt.
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Retarded Green’s function

Suppose that t < 0 so that e−iωt → 0 as ω → i∞. This suggests that we close our contour in
the upper half plane ensuring that the integral due to the upper semi-circle does not give
any contribution. This contour does not enclose either pole so by the residue theorem the
integral vanishes.

(a) (b)

Figure 6.1. Contour for (a) Gret(t < 0) and (b) Gret(t > 0)

Now suppose that t > 0. Then e−iωt → 0 as ω → −i∞. This suggests that we close our
contour in the lower half plane ensuring that the integral due t the lower semi-circle doe
snot give any contribution. This time, we enclose both poles, so by the residue theorem:

ˆ ∞

−∞
dω

e−iωt

(ω − ck)(ω + ck) = −2πi
(
e−ickt

2ck − eickt

2ck

)
= −2π

ck
sin(kct) (6.2.10)

where the negative sign comes from the fact that the contour runs clockwise. Finally, we
find that:

Gret(r, t) = − 1
2π2

c

r

ˆ ∞

0
dk sin(kr) sin(kct) (6.2.11)

= 1
4π2

c

r

1
4

ˆ ∞

−∞
dk(eikr − e−ikr)(eikct − e−ikct)dk (6.2.12)

= 1
4π2

c

r

1
42π(2δ(r + ct) − 2δ(r − ct)) (6.2.13)

Physically r > 0 > −ct so δ(r + ct) can be safely neglected, giving:

Gret(r, t) = − 1
4πrδ(tret), t > 0 (6.2.14)

where we used the identity δ(x/a) = |a|δ(x). We rewrite this in the more usual notation:

Gret(x, t, x′, t′) = − 1
4π|x − x′|

δ(tret − t′)Θ(t− t′) (6.2.15)
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Integrating the wave equation with this Green’s function, we get that:

Aµ = −µ0

ˆ
d3x′ Gret(x, t, x′, t′)Jµ(x′, t′) (6.2.16)

= µ0
4π

ˆ
d3x′ Jµ(x′, tret)

|x − x′|
(6.2.17)

as found previously! It is easy to check that this potential satisfies the Lorentz gauge con-
dition. Indeed:

∂µAµ = −µ0
4π

ˆ
d3x′∂µ(Gret(x, t, x′, t′))Jµ(x′, t′)

= +µ0
4π

ˆ
d3x′∂′µ(Gret(x, t, x′, t′))Jµ(x′, t′)

= +µ0
4π

ˆ
d3x′∂′µ(Gret(x, t, x′, t′)Jµ(x′, t′))

− µ0
4π

ˆ
d3x′Gret(x, t, x′, t′)∂′µ(Jµ(x′, t′))

Taking the integral to infinity then the first vanishes by the divergence theorem (assuming
localized sources), while the second vanishes due to charge conservation. Thus ∂µAµ = 0
as desired.

Advanced potentials

With advanced potentials, we decide to integrate by skipping under the poles: The calcu-

(a) (b)

Figure 6.2. Contour for (a) Gret(t < 0) and (b) Gret(t > 0)

lation is exactly similar, and gives:

Gadv(x, t, x′, t′) = − 1
4π|x − x′|

δ(tadv − t′)Θ(t′ − t) (6.2.18)

where
tadv = t+ |x − x′|

c
(6.2.19)
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This gives the rather unphysical solution:

Aµ(x, t) = µ0
4π

ˆ
d3x′Jµ(x′, tadv)

|x − x′|
(6.2.20)

In QFT we will use a mix of these two propagators, the Feynman propagator, which can
be found by using contours that go over one pole but under the other.

6.3 Jefimenko’s equations
Now that we have found the retarded potentials:

A(x′, t) = µ0
4π

ˆ
d3x′ J(x, tret)

|x − x′|
, φ(x, t) = 1

4πε0

ˆ
d3x′ ρ(x′, tret)

|x − x′|
(6.3.1)

let us find the electromagnetic fields associated to them. Firstly, we find that:

∇φ = 1
4πε0

ˆ
d3x′

[∇ρ(x′, tret)
|x − x′|

− ρ(x′, tret)
|x − x′|2

∇(|x − x′|)
]

(6.3.2)

Using the chain rule:

∇ρ(x′, tret) = ∂ρ(x′, tret)
∂tret

∇tret = ρ̇(x′, tret)
(

− 1
c

∇(|x − x′|)
)

(6.3.3)

since ∂
∂tret

= ∂
∂t . Consequently, using ∇(|x − x′|) = x−x′

|x−x′| , one finds that

∇φ = − 1
4πε0

ˆ
d3x′

[
ρ̇(x′, tret)
c|x − x′|2

+ ρ(x′, tret)
|x − x′|3

]
(x − x′) (6.3.4)

We also find that:
∂A(x, t)
∂t

= 1
4πε0

1
c2

ˆ
d3x′ J̇(x′, tret)

|x − x′|
(6.3.5)

yielding:

E(x, t) = 1
4πε0

ˆ
d3x′

[(
ρ̇(x′, tret)
c|x − x′|2

+ ρ(x′, tret)
|x − x′|3

)
(x − x′) − J̇(x′, tret)

c2|x − x′|

]
(6.3.6)

Similarly, we find that:

∇ × A = µ0
4π

ˆ
d3x

[∇ × J(x′, tret)
|x − x′|

− ∇(|x − x′|)
|x − x′|2

· J(x′, tret)
]

(6.3.7)

Now note that:

(∇ × J(x′, tret))i = εijk
∂Jk

∂xj
= εijk

∂tret
∂xj

∂Jk

∂tret
(6.3.8)

= −1
c
εijk

∂|x − x′|
∂xj

∂Jk

∂t
=
(1
c
J̇ × x − x′

|x − x′|

)
i

(6.3.9)

− 55 −



6.4. ELECTRIC DIPOLE RADIATION

so we find that:

B(x, t) = µ0
4π

ˆ
d3x′

[ J̇(x′, tret)
c|x − x′|2

+ J(x, tret)
|x − x′|3

]
× (x − x′) (6.3.10)

Suppose the sources are slowly varying, and can thus be Taylor expanded.
It is then easy to see that Jefimenko’s equations reduce to the Coulomb and Biot-Savart
laws:
Interestingly, the quasistatic approximation, which we took to be a zeroth order approx-
imation, is actually a correct to first order due to this cancellation. Relativistic effects are
thus only noticeable from second order corrections upwards.

6.4 Electric dipole radiation
Suppose we have a localized 4-current distribution Jµ(x, t) in a region V . We could use the
Jefimenko equations to compute the associated fields, but it is much simpler to compute
the potentials and then differentiate them. The retarded potential reads:

Aµ(x, t) = µ0
4π

ˆ
V
d3x′Jµ(x′, tret)

|x − x′|
(6.4.1)

We now let r = |x| rather than |x − x′|. If |x − x′| � d where d is the size of V then for all
x′ ∈ V we may use the Taylor expansions:

|x − x′| ≈ r − x · x′

r
,

1
|x − x′|

≈ 1
r2 − x · x′

r3 (6.4.2)

We will also assume that the chracteristic time scale τ of the charges and currents is much
larger than d

c . In other words, the charges can’t change significantly over the time it takes
for light to traverse V . This allows us to Taylor expand the 4-current in x·x′

rc :

Jµ(x′, t− r/c+ x · x′/rc) ≈ Jµ(x′, t− r/c) + J̇µ(x′, t− r/c)x · x′

rc
(6.4.3)

Keeping only the first term gives the dipole approximation:

Aµ ≈ µ0
4πr

ˆ
V
d3x′ Jµ(x′, t− r/c) (6.4.4)

In the Electromagnetism volume we encountered the useful identity
ˆ
d3x′ J(x) = ṗ (6.4.5)

To prove this, consider the continuity equation in component form:

∂′
iJ
i + ρ̇ = 0 (6.4.6)
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Integrating over R3 we find that:
ˆ
d3x′∂′

iJ
i = −

ˆ
d3x′ρ̇ =⇒

ˆ
d3x′ x′

j∂
′
iJ
i = −

ˆ
d3x′ x′

j ρ̇ (6.4.7)

=⇒
ˆ
d3x′ ∂i(J ix′

j) = −
ˆ
d3x′ x′

j ρ̇+
ˆ
d3x

∂x′
j

∂x′iJ
i (6.4.8)

=⇒
ˆ
d3x′ ∇ · (J ⊗ x′) =

ˆ
d3x′

(
J − ρ̇x′

)
(6.4.9)

Using Stokes’ theorem for differential forms the integral on the LHSvanishes for a localized
charge distribution that falls off at least as 1

r , giving the desired result. Applying this to
(6.4.4) gives:

A(r, t) ≈ µ0
4πr ṗ(t− r/c) (6.4.10)

which is indeed a dipole! The magnetic field is then found to be:

B ≈ µ0
4π

( 1
r2 (∇r)ṗ(t− r/c) + 1

r
(∇t− r/c) × p̈(t− r/c)

)
(6.4.11)

= − µ0
4πr2 x̂ × ṗ(t− r/c) − µ0

4πrc x̂ × p̈(t− r/c) (6.4.12)

Suppose the source oscillates at a frequency ω. Then p̈ ∼ ωṗ so the first term is negligible
as long as r � c

ω , that is as long as we are in the far-field limit. We have therefore found
that:

B(x, t) ≈ − µ0
4πrc x̂ × p̈(t− r/c) (6.4.13)

Let us now compute the scalar potential by using the Lorentz gauge condition:

∂φ

∂t
= −c2∇ · A (6.4.14)

From (6.4.10) we get:

∇ · A = µ0
4π

(1
r

∇ · ṗ(t− r/c) − 1
r2 (∇r) · ṗ(t− r/c)

)
(6.4.15)

= µ0
4π

(1
r
p̈(t− r/c) · ∇(t− r/c) − x̂ · ṗ(t− r/c)

r2

)
(6.4.16)

= −µ0
4π

( x̂ · p̈(t− r/c)
cr

+ x̂ · ṗ(t− r/c)
r2

)
(6.4.17)

so:
∂φ

∂t
= 1

4πε0

( x̂ · p̈(t− r/c)
cr

+ x̂ · ṗ(t− r/c)
r2

)
(6.4.18)

=⇒ φ(r, t) = 1
4πε0

( x̂ · ṗ(t− r/c)
cr

+ x̂ · p(t− r/c)
r2

)
(6.4.19)

− 57 −
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Again, in the far-field approximation r � c
ω so the first term dominates:

φ(r, t) ≈ 1
4πε0rc

x̂ · ṗ(t− r/c) (6.4.20)

Taking the gradient of the potential gives:

∇φ = 1
4πε0c

[1
r

∇(x̂ · ṗ(t− r/c)) − x̂
r2 x̂ · ṗ(t− r/c)

]
(6.4.21)

= 1
4πε0c

[1
r

(
(∇ · x̂)ṗ(t− r/c)) + (∇ · ṗ(t− r/c))x̂

)
− 1
r2 (x̂ · ṗ(t− r/c))x̂

]
(6.4.22)

= 1
4πε0c

[ 2
r2 ṗ(t− r/c) − 1

rc
(p̈(t− r/c) · x̂)x̂ − 1

r2 (x̂ · ṗ(t− r/c))x̂
]

(6.4.23)

≈ − 1
4πε0rc

(x̂ · ṗ(t− r/c))x̂ (6.4.24)

so that:
E(x, t) ≈ 1

4πε0rc
(x̂ · ṗ(t− r/c))x̂ − 1

4πε0rc
ṗ(t− r/c) (6.4.25)

or equivalently:
E(x, t) = 1

4πε0rc
x̂ × (x̂ × p̈(t− r/c) (6.4.26)

6.5 Dipole radiation power
6.6 Magnetic dipole radiation
6.7 Lienard-Wiechart potentials
Suppose we have a point particle with charge distribution ρ(x, t) = qδ3(x− r(t)) where r(t)
is the position of the particle at time t. The scalar potential reads:

φ(x, t) = q

4πε0

ˆ
d3xδ

3(x′ − r(tret))
|x − x′|

(6.7.1)

This integral does not give the usual time-independent potential because tret depends on
x′ too. We fix this as follows, first we add an integration over t′ (note that t′ does not mean
anything, it is a dummy variable):

φ(x, t) = q

4πε0

ˆ
dt′
ˆ
d3xδ

3(x′ − r(t′))
|x − x′|

δ(t′ − tret) (6.7.2)

= q

4πε0

ˆ
dt′

1
|x − r(t′)δ(t− t′ − |x − r(t′)|/c) (6.7.3)
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Now let R(t) = x − r(t) and f(t′) = t′ + |R(t)|/c. We find that:

φ(x, t) = q

4πε0

ˆ
dt′

1
R(t′)δ(t− f(t′)) = q

4πε0

ˆ
df
dt′

df

1
|R(t′)|δ(t− f(t′)) (6.7.4)

= q

4πε0

[
dt′

df

1
|R(t′)|

]
f(t′)=t

(6.7.5)

We quickly find that:
df

dt′
= 1 + 1

c

d|R(t)|
dt

= 1 − v(t′) · R(t′)
|R(t′)| (6.7.6)

where we defined v(t) = ṙ(t) to be the particle velocity. Consequently:

φ(x, t) = q

4πε0

[
c

c|R(t′)| − R(t′) · v(t′)

]
f(t′)=t

(6.7.7)

Note that this expression must be evaluated at t′ such that f(t′) = t =⇒ t′ = t− |x−r(t′)|
c .

Similarly one finds that:

A(x, t) = q

4πε0c

[
cv(t′)

c|R(t′)| − R(t′) · v(t′)

]
f(t′)=t

(6.7.8)

Finally, (6.7.7) and (6.7.8) can be summarized into a 4-vector equation:

Aµ(x, t) = − q

4πε0c
Uµ(t′)

Rν(t′)Uν(t′)
(6.7.9)

where Rν(t′) = (|R(t′)|,R(t′)).
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8The Principle of Equivalence
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9The Einstein Field Equations
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10Swarzchild’s solution and Black holes
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11Classical field theory

11.1 Why fields?
There are two approaches to quantum field theory. In one approach, the particles are
regarded as fundamental giving rise to fields e.g. photons give rise to the EM field. The
other viewpoint is that the fields are fundamental, and they give rise to particles when
quantized i.e. EM field quantization gives rise to photons.
One reason we should think in terms of fields is locality: a perturbation has a local influ-
ence and does not propagate instantaneously, and fields naturally behave like this.
Also, all bosons (and fermions) are indistinguishable. Take an electron from the edge of
the universe and compare it to an electron in a coffee cup and they will have the exact
same properties, almost as if there was no “error in their production process”. This can
be explained by regarding any two electrons as both belong to the same field, so of course
they must be identical.
Furthermore,the total particle number is not conserved in relativistic quantum effects. In
a typical high energy collision (inelastic), two particles can give rise to several other par-
ticles of different nature. Consequently, one cannot take the Schrodinger equation (or any
single-particle framework) and “relativize” it without dealing with problems such as neg-
ative probabilities and unbounded energy levels, all due to the loss of particle number
conservation. The fix is, once again, fields.
As an illustrative example, consider a particle of mass m in a box of size L. By Heisen-
berg’s relation, ∆p ' ~

L , and thus in some frame we will have that ∆E ' ~c
L . However, if

∆E ' 2mc2 then it is possible to create particle-antiparticle pairs out of the vacuum, thus
violating the conservation of particle number. This occurs when L / ~

2mc where λ = ~
mc

is known as the Compton wavelength. Just like the de Broglie wavelength delineates the
limit where a particle starts to exhibit wave-like properties, the Compton wavelength de-
lineates the limit where it no longer makes sense to talk about particles.
Finally, recall that in undergraduate quantummechanicswe took classical observables and
quantized them by promoting them to quantum operators. Similarly, in quantum field
theory we will take classical fields and quantize them by promoting them to quantum
fields. However, to do so we must first get comfortable with manipulating classical fields.
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Units

QFT is one of those subjects where we can afford to treat units more or less as we wish.
More specifically, we will be working in natural units where ~ = c = 1, allowing us to
express all quantities in terms of mass/energy.

11.2 What is a field?
A field is a map that assigns a quantity at every point in space and time. It follows that
while in classical mechanics we have a finite number of degrees of freedom

(q1(t), ..., qn(t), p1(t), ..., pm(t))

In field theory, one the other hand, we have an infinite number of degrees of freedom φµ(t)
corresponding to the continuum nature of space and time. For example, the electric field
E(x, t) and magnetic field B(x, t) are, as the name suggests, fields. More precisely, they are
vector fields in R3.
The evolution of a field is given by a Lagrangian L(φ, φ̇,∇φ). We define the Lagrangian
density L(φa, ∂µφa) to satisfy:

L(t) =
ˆ
d3x L(φa, ∂µφa) (11.2.1)

so that the action reads:

S =
ˆ
dt L(t) =

ˆ
d4x L(φa, ∂µφa) (11.2.2)

Note that since we are treating space and time on equal footing, we shall not consider
lagrangians with ∇φ,∇2φ and higher order spatial derivatives. On the other hand, in
condensed matter field theory where relativistic effects are negligible, we are allowed to
consider lagrangians with such terms.
The equations of motion for fields can be derived by the principle of least action:

Principle of least action: if we fix the value of the field on some boundary and
vary the field, the variation in the action will be zero.

Consequently:

δS =
ˆ
d4x

[
∂L
∂φa

δφa + ∂L
∂(∂µφa)

δ(∂µφa)
]

(11.2.3)

=
ˆ
d4x

[
∂L
∂φa

− ∂µ

(
∂L

∂(∂µφa)

)]
δφa + ∂µ

(
∂L

∂(∂µφµ)δφa
)

(11.2.4)

The boundary term vanishes for any infinitesimal field variation δφa(x, t) as long as it de-
cays at x → ∞ and δφa(x, ti) = φa(x, ti) = 0. Requiring (11.2.3) to vanish identically for
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all δφa gives the Euler-Lagrange field equations (ELF):

∂L
∂φa

− ∂µ

(
∂L

∂(∂µφa)

)
= 0 (11.2.5)

11.3 Lorentz invariance
Since we are interested in unifying special relativity with quantum mechanics, we should
define what a Lorentz invariant field is. Suppose we have a field φ(x) which solves the
ELF equations, and suppose we perform an active Lorentz transformation 1

φ(x) 7→ φ′(x) ≡ φ(Λ−1x) (11.3.1)

To seewhy this should hold for active transformations, consider a 2D scalar field. If I rotate
this field by some angle, then the new value of the field at some point should be equal to
the value of the field at the original, unrotated point. For a vector field, not only do we
have to rotate the coordinates, we should also do this for the direction of the field:

Aµ(x) 7→ A′
µ(x) ≡ ΛµνAν(Λ−1x) (11.3.2)

For a theory to be Lorentz invariant we need φ′(x) = φ(Λ−1x) to be a solution too. This
can be ensured by checking that the action is Lorentz invariant.
For example, consider the action

S[φ] =
ˆ
d3x

(1
2η

µν∂µφ∂νφ− 1
2m

2φ2
)

(11.3.3)

We claim that this action is invariant under Lorentz transformations i.e. S[φ] = S[φ′].
Indeed we have that the differential stransform to

1
2η

µν∂µφ(λ−1x)∂νφ(λ−1x) = 1
2η

µν∂µy
α∂′

αφ(y)∂νyβ∂′
βφ(y) (11.3.4)

where we let y = Λ−1x and ∂′
µ = ∂

∂yµ . Consequently we have that

S[φ′] =
ˆ
d3x

[1
2η

µν(Λ−1)αµ(Λ−1)βν∂′
αφ(y)∂′

βφ(y) − 1
2m

2φ2(y)
]

(11.3.5)

We now use the defining property of the Lorentz group

ΛαµηµνΛβν = ηαβ (11.3.6)

so that
S[φ′] =

ˆ
d3x

[1
2η

αβ∂′
αφ(y)∂′

βφ(y) − 1
2m

2φ2(y)
]

= S[φ′] (11.3.7)

as desired.
1we boost the field rather than performing a passive transformation and boosting the coordinates φ(x) 7→

φ′(x) ≡ φ(Λx)
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11.4 Symmetries and Noether’s Theorem
We define a symmetry of an action S[φ] as a transformation which can be performed on
any field φ such that δS = 0.

Noether’s Theorem: every continuous symmetry of the action S gives rise
to a conserved current jµ(x) such that: ∂µjµ = 0

Proof. Indeed, consider the infinitesimal transformation (which we are allowed to con-
sider for continuous symmetries):

φa(x) 7→ φa(x) + δφa(x) (11.4.1)

For this transformation to be a symmetry of the action, we need δL to change at most by
a full differential δL = ∂µF

µ which vanishes when integrated to get the action. For an
arbitrary transformation of the field we then find that:

δL = ∂L
∂φa

δφa + ∂L
∂(∂µφa)

δ(∂µφa) (11.4.2)

=
(
∂L
∂φa

− ∂µ
∂L

∂(∂µφa)

)
δφa + ∂µ

(
∂L

∂(∂µφa)
δφa

)
(11.4.3)

but the first term must vanish by the ELF equations. Hence, for this to be a symmetry
transformation then we must require that:

δL = ∂µ

(
∂L

∂(∂µφa)
δφa

)
= ∂µF

µ(φ) (11.4.4)

implying that:
jµ = ∂L

∂(∂µφa)
δφa − Fµ(φ) (11.4.5)

is conserved. �

On-shell vs. Off-shell

At a first glance, it seems like the principle of least action ensures that any transformation
is a symmetry of an action S, giving an uncountably infinite number of symmetries!
However, there is a difference between the definition of symmetry and the principle of
least action. A symmetry transformation φ 7→ φ + δφ is a symmetry if δS = 0 for any
φ regardless of whether it minimizes the action or not. A solution φ to the ELF instead
satisfies δS = 0 for all possible φ 7→ φ + δφ. Noether’s theorem then states that given a
symmetry transformation of the action, when applied to a solution to the ELF equation this
symmetrywill produce a conserved current (which iswhywe could use the ELF equations
in our proof of Noether’s theorem).
Statements that are made on fields that minimize the action will often be referred to as
on-shell, while statements on all possible fields are off-shell. Thus the definition of a
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symmetry transformation is off-shell, while Noether’s theorem states that the current is
conserved on-shell.

Conserved charges

Given a conserved current, we must have an associated conserved charge:

Q =
ˆ
R3
d3x j0 (11.4.6)

since:
dQ

dt
=
ˆ
R3
d3x∂j

0

∂t
= −
ˆ
R3
d3x∇ · j = 0 (11.4.7)

for bounded currents at infinity. Note also that given a finite volume V then:

dQV
dt

=
ˆ
V
d3x∂j

0

∂t
= −

ˆ
∂V
dS · j (11.4.8)

so not only is charge conserved globally, it is also locally conserved. In simpler terms: if
charge gets smaller in some volume then there must be a current flux out of this region’s
to compensate.
Consider an infinitesimal translation xµ 7→ xµ + εµ so that the field φa and the Lagrangian
L(φa) acting on it:

φa(x) 7→ φa(x) − εµ∂µφa(x), L(x) 7→ L(x) + εµ∂µL(x) (11.4.9)

where we assume that the Lagrangian has no explicit x dependence. Since the Lagrangian
changes by a full differential, our action is translationally invariant giving rise to 4 con-
served currents (one for each possible translation in Minkowski space):

(jµ)ν = ∂L
∂(∂µφa)

∂νφa − δµνL (11.4.10)

This current is known as the Stress-energy tensor. The corresponding conserved quanti-
ties are:

E =
ˆ
d3x T 00 which is the total field energy (11.4.11)

pi =
ˆ
d3x T 0i which is the total field momentum (11.4.12)

Again considering the following field:

L = 1
2∂µφ∂

µφ− 1
2m

2φ2 (11.4.13)

then we see that:
E =, pi = (11.4.14)
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11.5 Klein-Gordon field
Consider the following Lagrangian density for a set of three scalar real fields φa, a = 1, 2, 3:

L = 1
2∂µφa∂

µφa − 1
2m

2φaφa (11.5.1)

This lagrangian is invariant under SO(3) rotations. Indeed let us consider an infinitesimal
rotation by an angle θ about the axis n̂:

Rn(θ)φa = φa + θεabcnbφc (11.5.2)

The lagrangian after this rotation is given by (we can use the same a, b, c indices as all
second order terms will be negligible):

L′ = 1
2∂µ(φa + θεabcnbφc)∂µ(φa + θεabcnbφc)

− 1
2m

2(φa + θεabcnbφc)(φa + θεabcnbφc)

= L + 1
2θεabcnb

[
(∂µφc∂µφa + ∂µφc∂µφa) − 2m2φaφc

]
+ o(θ2)

Now note that:

εabc(∂µφc∂µφa + ∂µφc∂µφa) = εabc(∂µφc∂µφa − ∂µφa∂µφc) = 0 (11.5.3)

and recall that φ · (n × φ) = 0 =⇒ εabcnbφc = 0. Then we find that L′ = L so SO(3) is
indeed a symmetry of this lagrangian.
The equations of motion are given by:

∂µ

(
∂L

∂(∂µφa)

)
= ∂L
∂φa

(11.5.4)

where:
∂L
∂φa

= −m2φa (11.5.5)

and
∂µ

(
∂L

∂(∂µφa)

)
= ∂µ∂

µφa = �2φa (11.5.6)

so we obtain:
(�2 +m2)φa = 0 (11.5.7)

known as the Klein-Gordon equation. By Noether’s theorem, there must be a conserved
current associated to the SO(3) symmetry. It is given by:

Jµ = ∂L
∂(∂µφa)

δφa − Fµ (11.5.8)

but since ∂µFµ = δL = 0 we can set Fµ = 0. Then we see that since δφa = εabcnbφc the
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conserved current is:
Jµ = εabc(∂µφa)nbφc (11.5.9)

giving a conserved charge:

Q =
ˆ
d3xJ0 =

ˆ
d3xεabcφ̇anbφc (11.5.10)

Now we can without loss of generality align our axes so that n points along one of the 3-
axes, hence nb = δbnwhere n = 1, 2, 3. Thenwe see that we have three individual conserved
charges:

Qn =
ˆ
d3xεabcφ̇aδ

b
nφc =

ˆ
d3xεancφ̇aφc = −

ˆ
d3xεnacφ̇aφc (11.5.11)

We can also check that ∂µJµ using the Klein-Gordon equation:

∂µJ
µ = ∂µ(εabc(∂µφa)nbφc) = εabcnb(∂µφa∂µφc + φc�

2φa) (11.5.12)
= εabcnb(∂µφa∂µφc −m2φaφc) (11.5.13)
= 0 (11.5.14)

where we used the fact that εabc∂µφa∂µφcnb = gµµεabc∂
µφa∂

µφcnb = 0.

11.6 Global symmetries
A global or internal symmetry is a transformation that involves the fields only and acts
homogeneously on space-time.
For example, consider the complex scalar field φ governed by the Lagrangian:

L = ∂µφ
∗∂µφ− V |φ|2 (11.6.1)

Consider the following transformation:

φ 7→ eiαφ =⇒ δφ = iαφ, δφ∗ = −iαφ∗ (11.6.2)

where to compute δφ we performed a taylor expansion to first order. This is clearly a
symmetry, and it is easy to see that the associated conserved current is:

jµ = i(∂µφ∗) − (∂µφ)φ∗ (11.6.3)

There is a nice trick that can be used to compute these conserved currents for global sym-
metries. Suppose we have found a global symmetry δφ = αφ where α is a constant. We
now redo the transformation making α(x) depend on space-time. This is no longer a sym-
metry δL 6= 0, but must become one as we make α constant. This can only happen if δL
depends on the derivative of α so:

δL = ∂µα(x)hµ =⇒ δS = −
ˆ
d4x α(x)∂µhµ (11.6.4)
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11.7. ELECTROMAGNETIC FIELD

Note however that the action must be stationary so δS = 0, so the integrand must vanish
identically, yielding:

∂µh
µ = 0 (11.6.5)

We may identify the conserved current as jµ = hµ, this is much quicker!

11.7 Electromagnetic field
Consider the following lagrangian:

L = −1
4FαβF

αβ − µ0AβJ
β (11.7.1)

Its equation of motion is given by:

∂L
∂Aν

= −µ0J
ν ,

∂L
∂(∂µAν)

= ∂µ
∂

∂(∂µAν)

(
− 1

2(∂αAβ)Fαβ
)

(11.7.2)

= −1
2∂µ

[
Fµν + ∂αAβ

∂

∂(∂µAν)
(∂αAβ − ∂βAα)

]
(11.7.3)

= −1
2∂µ

[
Fµν + ∂αAβ(gαµgβν − gανgβµ)

]
= −∂µFµν (11.7.4)

=⇒ ∂µF
µν = µ0J

ν (11.7.5)

which reproduces the inhomogeneousMaxwell equations. It follows that (11.7.1) must be
the lagrangian for an electromagnetic field.
One important property of the lagrangian is that it is not gauge invariant, but transforms
quite nicely under gauge transformations which leads to charge conservation. Indeed,
consider a general gauge transformation:

Aµ → Aµ + ∂ν∂
νχ (11.7.6)

The electromagnetic field Lagrangian is gauge invariant, since

L → −1
4FαβF

αβ − µ0(Aβ+ (11.7.7)

11.8 The Hamiltonian formulation
The Lagrangian formulation is so powerful and useful in QFT because it is a manifestly
covariant framework. On the other hand, we know from analytical mechanics that we
have an equivalent Hamiltonian formulation.
We define the momentum conjugate to φa(x) as:

π(x) = ∂L
∂φ̇a

(11.8.1)

and the Hamiltonian density as a Legendre transform of the Lagrangian with respect to
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φ̇a:
H = π(x)φ̇(x) − L(φ, ∂µφ) (11.8.2)

We see that the Hamiltonian density is no longer manifestly Lorentz covariant as it picks
out a time derivative. Consider as an example Hamilton’s equations:

φ̇(x) = ∂H
∂π

, φ̇(x) = −∂H
∂φ

(11.8.3)

The theory is still invariant, but it is not clear at first sight unlike the Lagrangian theory.
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12Canonical quantization

12.1 Quantizing scalar fields
Quantum fields

To quantize classical mechanics, we took the Darboux coordinates (qa, pa) satisfying the
symplectic algebra:

{qa, pb} = 1, {qa, qb} = {pa, pb} = 0 (12.1.1)
and promoted them to operators q̂a, p̂b satisfying the Poisson algebra:

{q̂a, p̂b} = iδba, {q̂a, q̂b} = {p̂a, p̂b} = 0 (12.1.2)

Similarly, we can promote classical fields φ(x) and π(x). We areworking in the Schrodinger
picture where the fields depend on space coordinates only and have no time-dependence.
Furthermore we require these quantum fields to satisfy the commutation relations:

[φa(x, φb(y)] = iδbaδ
3(x − y),

[φa(x, φb(y] = [φa(x), φb(y)] = 0
(12.1.3a)
(12.1.3b)

As in typical QM, all information about our system lies in the spectrum of the Hamilto-
nian. This is unfortunately very hard for most quantum fields due to the infinite number
of degrees of freedom. However, in free field theories, we can separate these degrees
of freedom and integrate them separately. Free fields usually have Lagrangians that are
quadratic in the fields giving linear equations of motion. We have already seen a classical
free field theory, namely the Klein-Gordon field governed by the equation:

∂µ∂
µφ+m2φ = 0 (12.1.4)

Let us take the Fourier transform:

φ(x, t) =
ˆ

d3p
(2π)3 e

ip·xφ̃(p, t) (12.1.5)

and substitute into the KG equation:(
∂2

∂t2
+ ω2

p

)
φ̃(p, t), ωp =

√
p2 +m2 (12.1.6)
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We get a harmonic oscillator with frequency ωp for each momentum mode p, so the co-
efficients of each plane wave mode in our ansatz will oscillate in time (this is expected as
taking the FT of a dirac delta will give a sinusoid). Consequently we find that:

φ(x, t) =
ˆ

d3p
(2π)3

1√
2ωp

(
A+

p e
iωpt +A−

p e
−iωpt

)
eip·x (12.1.7)

where the 1√
2ωp

factor is inserted by convention, and will make the transition to quantum
fields more accessible. We can rewrite this as:

φ(x, t) =
ˆ

d3p
(2π)3

1√
2ωp

(
A+

−pe
−i(p·x−ωpt) +A−

p e
i(p·x−ωp)t) (12.1.8)

Now since φ must be a real scalar field, we require A+
−p = (A−

p )∗. So, by setting A−
p ≡ Ap

then we find that:

φ(x, t) =
ˆ

d3p
(2π)3

1√
2ωp

(
Ape

i(p·x−ωp)t +A∗
pe

−i(p·x−ωpt)) (12.1.9)

and similarly recalling that π(x, t) = φ̇(x, t):

π(x, t) =
ˆ

d3p
(2π)3 (−i)

√
ωp
2
(
Ape

i(p·x−ωp)t −A∗
pe

−i(p·x−ωpt)) (12.1.10)

Whenwe quantize these fields wewill work in the Schrodinger picture, so the fields them-
selves will not be time-dependent. Consequently we can drop the time label and work
solely in 3+0 space. It is now clear that:

φ̃(p)eip·x = φ̃(−p)e−ip·x = 1√
2ωp

(
Ape

ip·x +A∗
pe

−ip·x)
π̃(p)eip·x = π̃(−p)e−ip·x = −i

√
ωp
2
(
Ape

ip·x −A∗
pe

−ip·x) (12.1.11)

⇐⇒

Ap =
√

ωp
2 (φ̃(p) + i

ωp
π̃(p))

A∗
p =

√
ωp
2 (φ̃(−p) − i

ωp
π̃(−p))

(12.1.12)

Using (12.1.11) we can write the Klein-Gordon field Hamiltonian as:

H = 1
2

ˆ
d3x(π2 + (∇φ)2 +m2φ2) (12.1.13)

= 1
2

ˆ
d3x d3p

(2π)3
d3q

(2π)3

[
−

√
ωpωq

2 (Ape
ip·x −A∗

pe
−ip·x)(Aqe

iq·x −A∗
qe

−iq·x) (12.1.14)

+ 1
2√

ωpωq
(ipApe

ip·x − ipA∗
pe

−ip·x) · (iqAqe
iq·x − iqA∗

qe
−iq·x) (12.1.15)

+ m2

2√
ωpωq

(Ape
ip·x +A∗

pe
−ip·x)(Aqe

iq·x +A∗
qe

−iq·x)
]

(12.1.16)

This monstrosity simplifies a great deal, all thanks to Dirac and his delta function. Indeed
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note that when integrating over x, the only relevant terms will be the exponentials. These
will yield delta functions of the type:

1
(2π)3 e

ip·xeiq·x 7→ δ3(p + q), 1
(2π)3 e

−ip·xe−iq·x 7→ δ3(p + q) (12.1.17)
1

(2π)3 e
ip·xe−iq·x 7→ δ3(p − q), 1

(2π)3 e
−ip·xeiq·x 7→ δ3(p − q) (12.1.18)

Consequently:

H = 1
4

ˆ
d3pd3q
(2π)3

1
√
ωpωq

[
(−ωpωq − p · q −m2)(−ApA

∗
q −A∗

pAq)δ3(p − q) (12.1.19)

+ (−ωpωq − p · q +m2)(ApAq +A∗
pA

∗
q)δ3(p + q)

]
(12.1.20)

= 1
4

ˆ
d3p

(2π)3
1
ωp

[(ω2
p + p2 +m2)(ApA

∗
p +A∗

pAp) (12.1.21)

+ (−ω2
p + p2 +m2)(ApA−p +A∗

pA
∗
−p)] (12.1.22)

Recall however that ω2
p = p2 +m2 so the second term vanishes, giving:

H = 1
2

ˆ
d3p

(2π)3 ωp(ApA
∗
p +A∗

pAp) =
ˆ

d3p
(2π)3ωp|Ap|2 (12.1.23)

Using (12.1.12) an immediate calculation finally yields:

H = 1
2

ˆ
d3p

(2π)3
[
ω2
pφ̃pφ̃−p + π̃pπ̃−p

] (12.1.24)

As expected, we get a bunch of independent harmonic oscillators!

The Quantum Oscillator

To quantize this classical field it will be useful to revisit some fundamental results about
the quantum harmonic oscillator. The Hamiltonian operator reads:

H = 1
2p

2 + 1
2ω

2q2 (12.1.25)

We define the ladder operators:

a =
√
ω

2 q + i√
2ω
p, a† =

√
ω

2 q − i√
2ω
p (12.1.26)

or alternatively:
q = 1√

2ω
(a+ a†), p = −i

√
ω

2 (a− a†) (12.1.27)
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Using the canonical commutation rule we find:

[p, q] = i =⇒ [a, a†] = 1 (12.1.28)

and the Hamiltonian now reads:

H = ω

(
a†a+ 1

2

)
(12.1.29)

It can easily be shown that:

[H, a†] = ωa†, [H, a] = −ωa (12.1.30)

implying that given an eigenstate |E〉 with energy E then:

Ha† |E〉 = (E + ω)a† |E〉 , Ha |E〉 = (E − ω)a |E〉 (12.1.31)

The spectrum of the Hamiltonian thus consists of a ladder of energy levels with spacing
ω. We must have a lower bound to the spectrum, so given a ground state |0〉 then we must
require a |0〉 = 0 and thus:

H |0〉 = 1
2ω |0〉 (12.1.32)

Finally, defining |n〉 = (a†)n |0〉 then

Ĥ |n〉 =
(
n+ 1

2

)
ω |n〉 (12.1.33)

Quantizing the Klein-Gordon field

Returning to the Klein-Gordon equation, we can promote φ(x) and φ(x) to operator-valued
fields, quantum fields. As a result Ap and A∗

p will be promoted to operators ap and a†
p,

defined as:
ap =

√
ωp
2

(
φ̃(p) + i

ωp
π̃(p)

)
a†
p =

√
ωp
2

(
φ̃(p) − i

ωp
π̃(p)

) (12.1.34a)

(12.1.34b)

completely analogously toAp andA∗
p in (12.1.12). This yields the following expression for

the quantum fields (note importantly that these fields are operator valued):

φ(x) =
ˆ

d3p
(2π)3

1√
2ωp

(apeip·x + a†
pe

−ip·x)

π(x) =
ˆ

d3p
(2π)3 (−i)

√
ωp
2 (apeip·x − a†

pe
−ip·x)

(12.1.35a)

(12.1.35b)
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We see that the canonical commutation rules for the fields are equivalent to the canonical
commutation rules for the ladder operators:{

[φ(x), φ(y)] = [π(x), π(y)] = 0
[φ(x), π(y)] = iδ3(x − y)

⇐⇒
{

[ap, aq] = [a†
p, a

†
q] = 0

[ap, a†
q] = (2π)3δ3(p − q)

(12.1.36)

Proof. We prove this in the =⇒ direction (the other way is more of the same stuff). It is
easiest to first derive the commutation rules for φ̃(p) and π̃(p). We have that:

[φ̃(p), π̃(q)] =
ˆ
d3xd3ye−ip·xe−iq·y[φ(x), π(y)] (12.1.37)

=
ˆ
d3xd3ye−ip·xe−iq·yiδ3(x − y) = i(2π)3δ(p + q) (12.1.38)

wherewe used the linearity of [·, ·]. This is an interesting result, it tells us that the conjugate
operator to φ̃(p) is not π̃(p) but rather π̃(−p). Similarly:

[φ̃(p), φ̃(q)] =
ˆ
d3xd3ye−ip·xe−iq·y[φ(x), φ(y)] = 0 (12.1.39)

[π̃(p), π̃(q)] =
ˆ
d3xd3ye−ip·xe−iq·y[π(x), π(y)] = 0 (12.1.40)

Therefore, we find that:

[ap, aq] =
√
ωpωq

2

(
i

ωp
[π̃p, φ̃−q] − i

ωq
[φ̃p, π̃−q]

)
(12.1.41)

=
i
√
ωpωq

2 · (2π)3i

(
− δ3(p − q)

ωp
− δ3(p − q)

ωp

)
(12.1.42)

= (2π)3δ3(p − q) (12.1.43)

as we wished to prove. Similarly we find:

[ap, aq] =
√
ωpωq

2

(
i

ωq
[φ̃p, π̃q] + i

ωp
[π̃p, φ̃q]

)
= 0 (12.1.44)

[a†
p, a

†
q] = −

√
ωpωq

2

(
i

ωq
[φ̃−p, π̃−q] + i

ωp
[π̃−p, φ̃−q]

)
= 0 � (12.1.45)

Now the Hamiltonian in (12.1.23) becomes a Hamiltonian operator expressed as:

H = 1
2

ˆ
d3p

(2π)3 ωp(apa†
p + a†

pap) (12.1.46)

Using the commutation rules in (12.1.36) this may be written in a more suitable form:

H =
ˆ

d3p
(2π)3 ωp

(
a†
pap + 1

2(2π)3δ3(0)
)

(12.1.47)

Note that a each momentum mode evolves independently, there are no interactions be-
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tween different p’s so we do indeed have a free field theory. One worrying term however
is the delta function which we are evaluating at zero, the only point where it is defined
to be infinitely large, and we do not want infinities in our theory. Even worse, we are
integrating this infinity over all our degrees of freedom, which are uncountably infinite.

12.2 Infinities in the vacuum
The vacuum state

Define the vacuum state |0〉 to be such that:

ap |0〉 = 0, ∀p (12.2.1)

Applying our Hamiltonian on this state we find:

H |0〉 =
ˆ

d3p
(2π)3

1
2(2π)3δ3(0) |0〉 ?!= ∞ |0〉 (12.2.2)

As we said earlier, there are two infinities in this result: one coming from the infinite num-
ber of degrees of freedom (infra-red divergences due to the large length scale), and one
from the delta function.
Thus, let us consider a box of size L. Trivially

(2π)3δ3(0) = lim
L→∞

ˆ L/2

−L/2
d3x eip·x

∣∣∣∣
p=0

= L3 (12.2.3)

so in a finite box the delta function could have been replaced by the volume of the box.
Consequently the ground state energy density is:

ε0 =
ˆ

d3p
(2π)3

ωp
2 (12.2.4)

This integral is still infinite as p → ∞, that is at infinitely small wavelengths (UV diver-
gence). However, we should not expect our solution to hold for arbitrarily small length
scales 1, so we should impose an energy cut-off to our integral. For example, in condensed
matter theory we often deal with discrete lattices, so the minimal length scale to be con-
sidered is the lattice spacing.
More practically, since in experiments we can only really measure energy differences, we
can ignore delta function and simply write:

H =
ˆ

d3p
(2π)3ωpa

†
pap (12.2.5)

This is equivalent to redefining our hamiltonian so as to remove the delta function. Note
that now the zero point-energy is equal to 0. For example, we could have written the

1just like we would not expect classical electromagnetism to hold at quantum scales where Coulomb’s law
diverges
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classical hamiltonian as H = 1
2(ωq − ip)(ωq + ip). This however would give a quantum

hamiltonian Ĥ = ωa†a, so there is an ambiguity in the quantization process due to the fact
that while classical observables commute, quantum operators do not. To deal with this we
can set a convention, namely normal ordering which places annihilation operators to the
right of creation operators, and (12.2.5) would be written as:

: H :=
ˆ

d3p
(2π)3ωpa

†
pap (12.2.6)

It is now easy to check that:

[H, a†
p] = ωpa

†
p, [H, ap] = −ωpap (12.2.7)

The Casimir effect

12.3 Particles from fields
Let us define |p〉 = a†

p |0〉, so that H |p〉 = ωp |p〉 = Ep |p〉. It follows that:

E2
p = p2 +m2 (12.3.1)

which is the relativistic dispersion relation for a massive particle with momentum p. Thus
we should interpret |p〉 as the state of one such particle. So the coefficient of φ2 in the KG
field became a mass, and the frequencies decomposition became momenta!
Since |p〉 is a momentum state (plane wave), we would like to have a momentum operator
to give us pwhen acting on this state. In classical field theory we defined the momentum
of a field as:

pi =
ˆ
d3xT 0i (12.3.2)

which for the Klein-Gordon field reads:

p = −
ˆ
d3xπ(x)∇φ(x) (12.3.3)

which upon quantization turns into the operator:

p =
ˆ

d3p
(2π)3pa

†
pap (12.3.4)

Note that:
p |q〉 =

ˆ
d3p

(2π)3pa
†
pap |q〉 =

ˆ
d3p

(2π)3pδ(p − q) |q〉 = q |q〉 (12.3.5)

as desired.
Similarly, we can also define an angular momentum operator:

J i = εijk
ˆ
d3x(M0)jk (12.3.6)
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12.4 Quantizing the electromagnetic field
A very similar quantization process can be performed for vector fields, most importantly,
the electromagnetic field.
For non-relativistic systems we typically use the Coulomb gauge ∇ · A = 0, so that in
vacuum the electric and magnetic fields are given by:

B = ∇ × A (12.4.1)

E = −∂A
∂t

(12.4.2)

Inserting these into the Ampere-Maxwell law we find that:

∇2A = 1
c2
∂2A
∂t2

(12.4.3)

which is the classical wave-equation. If we takeA to be in a box of volume V with periodic
boundary conditions, then the solutions to the above will be those of a waveguide, and
can thus be expanded into modes:

A(x, t) =
∑
k

Ak(t)eik·x (12.4.4)

which when substituted into (12.4.3) yields:

A(x, t) =
∑
k

(A+
k e

iωkt + A−
k e

−iωkt)eik·x (12.4.5)

=
∑
k

(A+
−ke

−i(k·x−ωkt) + A−
k e

i(k·x−ωkt)) (12.4.6)

Since the vector potential must be a real quantity, we must have that:∑
k

(A+
−ke

−i(k·x−ωkt) + A−
k e

i(k·x−ωkt)) =
∑
k

((A+
−k)∗ei(k·x−ωkt) + (A−

k )∗e−i(k·x−ωkt)) (12.4.7)

so that A+
−k = (A−

k )∗. It follows that we may decompose the vector potential into modes
of wave-vector k and polarisation ελ by letting A−

k = Ak,λελ:

A(x, t) = 1√
V
∑
k

∑
λ=1,2

(Ak,λe
i(k·x−ωkt) +A∗

k,λe
−i(k·x−ωkt))εk,λ (12.4.8)

where {ε1, ε2,k/|k|} form an orthonormal basis and ωk = |k|c. The classical hamiltonian
for the electromagnetic field is given by

Ĥ = 1
2

ˆ
(ε0|E|2 + 1

µ0
|B|2)dx = 1

2

ˆ (
ε0

∣∣∣∣∂A∂t
∣∣∣∣2 + 1

µ0
|∇ × A|2

)
dx (12.4.9)

We now use some Fourier analysis trickery to simplify the above expression. Firstly, note
that by applying Parseval’s theorem (not to be confused with Parseval’s identity), which
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states that: ˆ
|f(x)|2dx = 1√

V
∑
k

|f̃(k)|2 (12.4.10)

then we get (we ignore any prefactors in front of the sum as we will normalize everything
at the end):

ˆ ∣∣∣∣∂A∂t
∣∣∣∣2dx =

∑
k

∣∣∣∣F(∂A∂t
)∣∣∣∣2, ˆ |∇ × A|2dx =

∑
k

∣∣F(∇ × A)
∣∣2 (12.4.11)

Computing the Fourier transform is immediate:

F(∇ × A)(k′) =
∑
k,λ

(ik × εk,λ)
(
Ak,λe

−iωktδk′ −A∗
k,λe

iωktδ−k′
) (12.4.12)

F
(
∂A
∂t

)
(k′) =

∑
k,λ

(iωk)
(
Ak,λe

−iωktδk′ −A∗
k,λe

iωktδ−k′
)
εk,λ (12.4.13)

where δk′ is shorthand for δk′,k. We also note that:

εk,λ · εtk,ε′
λ

= δλ,λ′ (12.4.14)

and2

(ik × ελ) · (−ik × ελ′) = |k|2δλ,λ′ (12.4.15)
so that∑

k′

|F(∇ × A)|2 =
∑
k,k′

λ,λ′

(ik × ελ) · (−ik × ελ′)
(
Ak,λe

−iωktδk′ −A∗
k,λe

iωktδ−k′
) (12.4.16)

×
(
A∗

k,λ′eiωktδk′ −Ak,λ′e−iωktδ−k′
) (12.4.17)

=
∑
k,λ

|k|2
(
2|Ak,λ|2 −Ak,λAk,λe

−2iωkt −A∗
k,λA

∗
k,λe

2iωkt
) (12.4.18)

and similarly:

∑
k′

∣∣∣∣F(∂A∂t
)∣∣∣∣2 =

∑
k,k′

λ,λ′

(iω)(−iω)
(
Ak,λe

−iωkt −A∗
k,λe

iωkt
)(
Ak,λe

−iωkt −A∗
k,λe

iωkt
)
ελ · ελ′

=
∑
k,λ

ω2
k
(
2|Ak,λ|2 +Ak,λAk,λe

−2iωkt +A∗
k,λA

∗
k,λe

2iωkt
)

2this is easy to prove:

(a × b) · (a × c) = εijkajbkεimnamcn

= (δjmδkn − δjnδkm)ajambkcn

= |a|2(b · c) − (a · c)(a · b)

and since b = ελ is orthonormal to c = ελ′ , and since k is orthogonal to both polarization vectors, we get the
desired, result.
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Finally, we find that (we switch k′ → k for convenience):

Ĥ = 2ε0
∑
k,λ

ω2
k|Ak,λ|2 = 2ε0

∑
k,λ

ω2
k(|ARk,λ|2 + |AIk,λ|2) (12.4.19)

where Ak,λ = ARk,λ + iAIk,λ. Note that if we define Ak,λ(t) = Ak,λe
−iωkt then:

ȦRk,λ = ωkA
I
k,λ, Ȧ

I
k,λ = −ωkA

R
k,λ (12.4.20)

and thus:
∂H

∂ARk,λ
= 4ε0ω

2
kA

R
k,λ = −4ε0ωkȦ

I
k,λ (12.4.21)

∂H

∂AIk,λ
= 4ε0ω

2
kA

I
k,λ = 4ε0ωkȦ

R
k,λ (12.4.22)

implying that ARk,λ and AIk,λ are canonically conjugate variables (up to some proportion-
ality constant). So, we may define the conjugate position and conjugate momenta to be:

Qk,λ = 2
√
ε0A

R
k,λ (12.4.23)

Pk,λ = 2ωk
√
ε0A

I
k,λ (12.4.24)

respectively. Clearly, these satisfy:{
Q̇k,λ = Pk,λ

Ṗk,λ = −ω2
kPk,λ


∂H
∂Qk,λ

= −Ṗk,λ
∂H
∂Pk,λ

= Q̇k,λ
(12.4.25)

as would be the case for a harmonic oscillator. Consequently, also the hamiltonian will be
identical to that of a harmonic oscillator:

H = 1
2
∑
k,λ

(
P 2
k,λ + ω2

kQk,λ
) (12.4.26)

We can now quantize the electromagnetic field just as one would quantize the harmonic
oscillator. We promote Pk,λ andQk,λ to quantum operators p̂k,λ and q̂k,λ which satisfy the
canonical commutation relations:

[q̂k,λ, p̂k′,λ′ ] = i~δkk′δλλ′ (12.4.27)
[q̂k,λ, q̂k′,λ′ ] = [p̂k,λ, p̂k′,λ′ ] = 0 (12.4.28)

so that:
Ĥ = 1

2
∑
k,λ

(
p̂2
k,λ + ω2

kq̂
2
k,λ
) (12.4.29)

We introduce the ladder operators: a†
k,λ =

√
~

2ωk
(ωkq̂k,λ − ip̂k,λ)

ak,λ =
√

~
2ωk

(ωkq̂k,λ + ip̂k,λ)
=⇒

 q̂k,λ =
√

~
2ωk

(a†
k,λ + ak,λ)

p̂k,λ = i
√

~ωk
2 (a†

k,λ − ak,λ)
(12.4.30)
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With these new operators, the Hamiltonian turns into the familiar quantum harmonic os-
cillator:

Ĥ = ~ωk
∑
k,λ

(
a†
k,λak,λ + 1

2
)

(12.4.31)

Finally, to relate this hamiltonian to our classical expression (12.4.8) of the vector potential,
we make use of the fact that:

Ak,λ = 1
2√

ε0

√
~

2ωk
(a†

k,λ + ak,λ) + i

2√
ε0ωk

i

√
~ωk

2 (a†
k,λ − ak,λ) (12.4.32)

=
√

~
2ε0ωk

ak,λ =⇒ A∗
k,λ =

√
~

2ε0ωk
a†
k,λ (12.4.33)

giving:

A(x, t) =
√

~
2ε0ωkV

∑
k

∑
λ=1,2

(
ei(k·x−ωkt)ak,λ + e−i(k·x−ωkt)a†

k,λ
)
ελ (12.4.34)

E(x, t) = i

√
~ωk
2ε0V

∑
k

∑
λ=1,2

(
ei(k·x−ωkt)ak,λ − e−i(k·x−ωkt)a†

k,λ
)
ελ (12.4.35)

B(x, t) = i

√
~

2ε0ωkV
∑
k

∑
λ=1,2

(
ei(k·x−ωkt)ak,λ − e−i(k·x−ωkt)a†

k,λ
)
(k × ελ) (12.4.36)

12.5 Quantizing a complex scalar field
We have discussed real scalar and vector fields, so it is now time to tackle complex scalar
fields.
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13Second quantization

13.1 The need for second quantization
Suppose we have an N -particle system, where particle i resides in a hilbert space Hi. The
system as a whole will then be described by a state in the tensor product space⊗n

i=1 Hi.
In the special case where theN -particles are indistinguishable, special care must be made
due to the distinction between fermions and bosons. The states describing bosons will be
totally symmetric under particle exchange, and thus belong to the subspace SymNHwhile
states describing bosons will be totally anti-symmetric, and belong to the subspace ∧N H.
Let |ψ〉 = |ψ(1)〉1 ⊗ |ψ(2)〉2 ⊗ ... |ψ(N)〉N ∈ HN . This doesn’t automatically qualify |ψ〉 as a
physical state describing bosonic or fermionic systems. Wemust find a way to symmetrize
or anti-symmetrize this state. It can be shown that this can be done through the projection
operators:

Ŝ+ = 1√
N !

∑
σ∈SN

P̂σ (13.1.1)

Ŝ− = 1√
N !

∑
σ∈SN

sgn(σ)P̂σ (13.1.2)

known as the symmetrization and anti-symmetrization operators. Using the definition of
permanents (denoted by a + sign at the top) and determinants, it follows that:

|ψ〉+ = Ŝ+ |ψ〉 = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

|ψ(1)〉1 |ψ(1)〉2 |ψ(1)〉3 . . . |ψ(1)〉N
|ψ(2)〉1 |ψ(2)〉2 |ψ(2)〉3 . . . |ψ(2)〉N
|ψ(3)〉1 |ψ(3)〉2 |ψ(3)〉3 . . . |ψ(3)〉N... ... ... . . . ...
|ψ(N)〉1 |ψ(N)〉2 |ψ(N)〉3 . . . |ψ(N)〉N

∣∣∣∣∣∣∣∣∣∣∣∣

+

(13.1.3)

and similarly:

|ψ〉− = Ŝ− |ψ〉 = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

|ψ(1)〉1 |ψ(1)〉2 |ψ(1)〉3 . . . |ψ(1)〉N
|ψ(2)〉1 |ψ(2)〉2 |ψ(2)〉3 . . . |ψ(2)〉N
|ψ(3)〉1 |ψ(3)〉2 |ψ(3)〉3 . . . |ψ(3)〉N... ... ... . . . ...
|ψ(N)〉1 |ψ(N)〉2 |ψ(N)〉3 . . . |ψ(N)〉N

∣∣∣∣∣∣∣∣∣∣∣∣
(13.1.4)
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We can write these results more intuitively as:

|ψ〉+ = 1√
N !

(|ψ〉 + permutations of |ψ〉) (13.1.5)

|ψ〉− = 1√
N !

(|ψ〉 ± permutations of |ψ〉) (13.1.6)

To summarize, we started with some ket where a list of N states in H were occupied by
a particle, and produced a new state where each state is still occupied, but that is now
(anti-)invariant under any particle exchange. We have gone from thinking about the state
of each particle to thinking about which states are occupied.
It is clear that calculations involving permanents and determinants can get very messy in
the thermodynamic limit, due to the ∼ o(N !) complexity of evaluating determinants and
permanents. A new convention is thus needed to deal with many-body systems such as
the ones encountered in condensed matter systems.
The situation is further worsened by a redundancy in the standard notation we have used
thus far. Consider the following states:

|Ψ1〉 = |ψ(1)〉1 ⊗ |ψ(2)〉2 ⊗ |ψ(3)〉3 ⊗ |ψ(4)〉4 (13.1.7)
|Ψ2〉 = |ψ(4)〉1 ⊗ |ψ(2)〉2 ⊗ |ψ(1)〉3 ⊗ |ψ(3)〉4 (13.1.8)

(13.1.9)

It is clear that (anti)-symmetrizing |Ψ1〉 and |Ψ2〉 will give the same state. More generally,
for fermionic systems, given any state in HN , there will be N ! states generated by the
symmetric group SN which get symmetrized to the same state in ∧N H. 1In other words,
the dimension of HN does not match the dimensions of SymNH and ∧N H.

13.2 The occupation representation and Fock spaces
One important concept that came up in the previous section was the occupation of states.
Indeed, in both the symmetrized and anti-symmetrized states, the occupation of each state
was preserved. This suggests using a notationwhere instead of referringwhich particle oc-
cupies which state, we refer to which states are occupied. This is known as the occupation
representation.
Generally, if we let {|ψ(1)〉 , |ψ(2)〉 , ..., |ψ(k), ...〉} be an ordered basis of H, then we define

|n1, n2, .., nk, ...〉 (13.2.1)

to be the state where |ψ(1)〉 is occupied by n1 particles, |ψ(2)〉 by n2 particles, etc...
In other words, for bosons we have that:

|n1, n2, .., nk, ...〉 =
√

N !
n1!n2!...nk!...

Ŝ+

( n1⊗
i=1

|ψ(1)〉i
)

⊗
( n2⊗
i=1

|ψ(2)〉n1+i

)
...

( nk⊗
i=1

|ψ(k)〉...
)
...

(13.2.2)
1the situation is more intricate for bosons where a state may be occupied by more than one particle
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where N =
∑
i ni, while for fermions:

|n1, n2, .., nk, ...〉 =
√
N !Ŝ−

( n1⊗
i=1

|ψ(1)〉i
)

⊗
( n2⊗
i=1

|ψ(2)〉n1+i

)
...

( nk⊗
i=1

|ψ(k)〉...
)
... (13.2.3)

where ni = 0, 1 by the Pauli exclusion principle. The occupation representation is much
more abstract and harder to use for fermions due to their state’s anti-symmetry. Indeed,
note that:

|..., ni = 1, ..., nj = 1, ...〉 =
√
N !Ŝ−(...⊗ |ψ(i)〉 ⊗ ...⊗ |ψ(j)〉 ...)

=⇒ |..., nj = 1, ..., ni = 1, ...〉 =
√
N !Ŝ−(...⊗ |ψ(j)〉 ⊗ ...⊗ |ψ(i)〉 ...)

= − |..., ni = 1, ..., nj = 1, ...〉

Clearly, the order in which we state the occupation of states is important, even though
we’re still denoting the same physical state. This corresponds to the fact that the order of
the rows in a determinant matters, exchanging two rows yields a sign change after all.
States in the occupation representation constructed from a single-particle spaceH belong
to the combined space of all possible states for an N -particle system, which we denote as
FN :

FN = Span{|n1, n2, ...,〉 :
∑
i

ni = N} (13.2.4)

For example, letting N = 2 and H = {|↑〉 , |↓〉} then:

F2 =
{

|↑〉1 ⊗ |↑〉2 , |↓〉1 ⊗ |↓〉2 ,
1√
2

(|↑〉1 ⊗ |↓〉2 + |↓〉1 ⊗ |↑〉1)︸ ︷︷ ︸
∈Sym2H

, (13.2.5)

1√
2

(|↑〉1 ⊗ |↓〉2 − |↓〉1 ⊗ |↑〉1)︸ ︷︷ ︸
∈
∧2 H

}
(13.2.6)

The Fock space F is defined as the direct sum of all Fi:

F =
n⊕
i=0

Fi (13.2.7)

13.3 Creation and annihilation operators
Bosonic operators

There are two important maps between FN and FN+1, known as the creation and annihi-
lation operators. The bosonic creation operator is defined as:

a†
i :FN → FN+1 (13.3.1)

|n1, ..., ni, ...〉 7→
√
ni + 1 |n1, ..., ni + 1, ...〉 (13.3.2)
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so that (restricting the fock state to the occupation of |ψ(i)〉 only):〈
ni + 1

∣∣∣ a†
i

∣∣∣ni〉 =
√
ni + 1 (13.3.3)

⇐⇒ 〈ni | ai |ni + 1〉 =
〈
ni + 1

∣∣∣ a†
i

∣∣∣ni〉∗
=

√
ni + 1 (13.3.4)

⇐⇒ ai |ni + 1〉 =
√
ni + 1 |ni〉 (13.3.5)

In other words, we have that the hermitian conjugate of the creation operator, known as
the bosonic annihilation operator, is defined as:

ai :FN+1 → FN (13.3.6)
|n1, ..., ni + 1, ...〉 7→

√
ni + 1 |n1, ..., ni, ...〉 (13.3.7)

These operators allow us to create or destroy particles in a specific state. One must be
wary however, since destroying too many particles eventually leads to the destruction of
the vacuum state |0〉, where each state is not occupied, giving zero as a result.
We find that if i 6= j:

aia
†
j |ni, nj〉 =

√
nj + 1

√
ni |ni − 1, nj + 1〉 (13.3.8)

a†
jai |ni, nj〉 =

√
ni
√
nj + 1 |ni − 1, nj + 1〉 (13.3.9)

⇐⇒ [ai, a†
j ] = 0, i 6= j (13.3.10)

while if i = j:

aia
†
i |ni〉 =

√
ni + 1

√
ni + 1 |ni〉 (13.3.11)

a†
iai |ni〉 =

√
n1

√
ni |ni〉 (13.3.12)

⇐⇒ [ai, a†
i ] = 1 (13.3.13)

implying that:
[ai, a†

j ] = δij (13.3.14)
Similarly, one finds that:

a†
ia

†
j |ni, nj〉 =

√
nj + 1

√
ni + 1 |ni + 1, nj + 1〉 (13.3.15)

a†
ja

†
i |ni, nj〉 =

√
ni + 1

√
nj + 1 |ni + 1, nj + 1〉 (13.3.16)

⇐⇒ [a†
i , a

†
j ] = 0, i 6= j (13.3.17)

and since [a†
i , a

†
i ] = 0, we find that:

[a†
i , a

†
j ] = 0 (13.3.18)

Therefore:

[a†
i , a

†
j ]

† = [aj , ai] = 0 (13.3.19)
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giving:
[ai, aj ] = 0 (13.3.20)

These relations define the commutator algebra for bosonic creation/annihilation operators.
Moreover, we may also use these operators to generate the Fock space from the vacuum
state |0〉, since:

|n1, n2, ..., ni, ...〉 = 1√
n1!n2!...ni!...

N∏
i=1

(a†
i )
ni |0〉 (13.3.21)

Finally, (13.3.12) suggests that we define a new operator, the occupation number operator
n̂i, as the following automorphism:

n̂i :FN → FN (13.3.22)
|n1, ..., ni, ...〉 7→ ni |n1, ..., ni, ...〉 (13.3.23)

which gives the occupation number of the ith state.

Fermionic operators

Just as in the case of bose statistics, we may define creation and annihilation operators
for fermi statistics. However, care must be taken due to the exchange anti-symmetry of
fermions, and a necessary revision to the bosonic operator definition will therefore be re-
quired.
The fermionic creation operator is defined as:

c†
i :FN → FN+1 (13.3.24)

|n1, ..., ni, ...〉 7→ (−1)si
√
ni + 1 |n1, ..., ni + 1, ...〉 (13.3.25)

where si =
∑ni−1
k=1 nk.

Consequently, we see that (restricting the fock state to the occupation of |ψ(i)〉 only):〈
ni + 1

∣∣∣ c†
i

∣∣∣ni〉 = (−1)si (13.3.26)

⇐⇒ 〈ni | ai |ni + 1〉 =
〈
ni + 1

∣∣∣ c†
i

∣∣∣ni〉∗
= (−1)si (13.3.27)

⇐⇒ ci |ni + 1〉 = (−1)si |ni〉 (13.3.28)

In other words, we have that the hermitian conjugate of the creation operator, known as
the fermionic annihilation operator, is defined as:

ci :FN+1 → FN (13.3.29)
|n1, ..., ni + 1, ...〉 7→ (−1)si

√
ni + 1 |n1, ..., ni, ...〉 (13.3.30)

− 89 −



13.3. CREATION AND ANNIHILATION OPERATORS

To understand the significance of the (−1)si term, consider:

cj |ni = 1, ..., nk = 1︸ ︷︷ ︸
si

, nj = 1〉 = −cj |nj = 1, ni+1 = 1, ..., nk = 1, ni = 1〉 (13.3.31)

= − |ni+1 = 1, ..., nk = 1︸ ︷︷ ︸
si−1

, ni = 1〉 (13.3.32)

= (−1)(−1)si−1 |ni = 1, ni+1 = 1, ..., nk = 1〉 (13.3.33)
= (−1)si |ni = 1, ni+1 = 1, ..., nk = 1〉 (13.3.34)

and similarly:

cj |ni = 1, ..., nk = 1︸ ︷︷ ︸
si

〉 = |nj = 1, ni = 1, ..., nk = 1〉 (13.3.35)

= (−1)si |ni = 1, ..., nk = 1, nj = 1〉 (13.3.36)

We see that the definition of the fermionic creation and annihilation operators still have
the action of creating and annihilating fermions, but now taking exchange degeneracy into
account.
Therefore:

|ni = 1, nj = 0〉 = |nj = 0, ni = 1〉 , and |ni = 1, nj = 1〉 = − |nj = 1, ni = 1〉 (13.3.37)

so that:

cic
†
j |ni = 1〉 = ci |nj = 1, ni = 1〉 = ci(− |ni = 1, nj = 1〉) = − |nj = 1〉 (13.3.38)

which agreeswith our definition of ci since sj = 1 and si = 0 gives a sign change. Similarly,
we have that:

cicj |ni = 1, nk = 1, nj = 1〉 = ci(− |nk = 1, ni = 1〉) = ci(|ni = 1, nk = 1〉) = |nk = 1〉
(13.3.39)

which agrees with our definition of ci since sj = 2 and si = 0 give no sign changes. We can
use these results (and similar ones) to evaluate the commutation relations for fermionic
operators.
We find that if i 6= j:

cic
†
j |ni = 1, nj = 1〉 = cic

†
j |nj = 1〉 = cic

†
j |0〉 = 0 (13.3.40)

c†
jci |ni = 1, nj = 1〉 = c†

jci |nj = 1〉 = c†
jci |0〉 = 0 (13.3.41)

and:

cic
†
j |ni = 1〉 = ci |nj = 1, ni = 1〉 = − |ni = 0, nj = 1〉 (13.3.42)

c†
jci |ni = 1〉 = c†

j |0〉 = |nj = 1〉 (13.3.43)
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while if i = j:

cic
†
i |ni = 1〉 = 0, cic

†
i |0〉 = |0〉 (13.3.44)

c†
ici |ni = 1〉 = |ni = 1〉 , c†

ici |0〉 = 0 (13.3.45)
⇐⇒ {ci, c†

i} = 1 (13.3.46)

implying that:
{ci, c†

j} = δij (13.3.47)

Similarly, one finds that the only non-zero effect of c†
ic

†
j is on the vacuum:

c†
ic

†
j |0〉 = |ni = 1, nj = 1〉 (13.3.48)

c†
jc

†
i |0〉 = |nj = 1, ni = 1〉 = − |ni = 1, nj = 1〉 (13.3.49)

⇐⇒ {c†
i , c

†
j} = 0, i 6= j (13.3.50)

and since {c†
i , c

†
i} = 0, we find that:

{c†
i , c

†
j} = 0 (13.3.51)

Therefore:

{c†
i , c

†
j}

† = {cj , ci} = 0 (13.3.52)

giving:
{ci, cj} = 0 (13.3.53)

These are the anti-commutation relations for fermionic creation/annihilation operators,
and are equivalent to the bosonic relations if we replace the anti-commutator by a com-
mutator. Moreover, we may again use these operators to generate the Fock space from the
vacuum state |0〉, since:

|n1, n2, ..., ni, ...〉 = 1√
n1!n2!...ni!...

N∏
i=1

(c†
i )
ni |0〉 (13.3.54)

where the ordering of the products is as follows:
N∏
i=1

(c†
i )
ni = (c†

1)n1(c†
2)n2 ... (13.3.55)

Finally, the occupation number operator n̂i is defined as usual, only that now its eigenvalue
spectrum is restricted to 0 and 1, due to the Pauli exclusion principle.

General summary

In summary, if we define the following generalized commutator:

[Â, B̂]η = ÂB̂ − ηB̂Â (13.3.56)
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then the generalized creation/annihilation operators a†
i , ai satisfy the following algebra:

[ai, a†
j ]η = δij , [ai, aj ]η = [a†

i , a
†
j ]η = 0 (13.3.57)

13.4 Field operators
The creation and annihilation operators may be used to convert operators in first quanti-
zation into field operators in second quantization.
In vague terms, a field operator is a field which assigns an operator to every point in real
space. If we let {|ψi〉} be a basis of a Hilbert space equipped with the continuous position
basis {|r〉}, then we define:

Ψ†(r) =
∑
i

ψ∗
i (r)a

†
i , Ψ(r) =

∑
i

ψi(r)ai (13.4.1)

As Bruus and Flensberg [? ] puts it, these field operators are the linear combination of “all
possible ways to add a particle to the system at r”. An important special case of (13.4.1) is
when we use the momentum basis |k〉 = |ψi〉 normalized over some volume V . Then we
find that:

Ψ†(r) = 1√
V
∑
k
e−ik·ra†

k, Ψ(r) = 1√
V
∑
k
eik·rak (13.4.2)

⇐⇒ a†
k =
ˆ
eik·rΨ†(r) dr, ak =

ˆ
e−ik·rΨ(r) dr (13.4.3)

where we used the fact that: ˆ
e−i(k−q)·rdr = Vδkq (13.4.4)

Clearly, these represent Fourier transform relations between the creation/annihilation op-
erators and the field operators.
It is easy to see that:

[Ψ(r1),Ψ†(r2)]η = 1
V

[∑
k
eik·r1ak,

∑
q
e−iq·r2a†

q

]
η

(13.4.5)

= 1
V
∑
kq
ei(k·r1−q·r2)[ak, a†

q]η (13.4.6)

=
∑
k
eik·(r2−r1) (13.4.7)

= δ(r2 − r1) (13.4.8)

and similarly
[Ψ(r1),Ψ(r2)]η = [Ψ†(r1),Ψ†(r2)]η = 0 (13.4.9)
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Representing single-body operators

Consider a single particle operator f̂ acting on H. In the full product space HN , then we
would define:

f̂ = 1 ⊗ 1 ⊗ ...⊗ f̂ ⊗ 1... (13.4.10)
to be the single particle operator acting on the ith particle Hilbert space. Taking the sum
over all particles, we recover the one-body operator:

F̂ =
∑
i

f̂i (13.4.11)

which in a {|i〉} basis of H reads:

F̂ =
∑
k,l

fkl
∑
q

|k〉q 〈l|q , fkl =
〈
k
∣∣∣ f̂ ∣∣∣ l〉 (13.4.12)

Our goal is to second quantize the expression ∑q |k〉q 〈l|q, and do so by investigating its
effect on some fock state |ni, nj , ...〉. We find that in first quantization:

∑
q

|k〉q 〈l|q

√
N !

ni!nj !...
Ŝ±

( ni⊗
m=1

|i〉m
)

⊗
( nj⊗
m=1

|j〉ni+m

)
... (13.4.13)

=
√

N !
ni!nj !...

Ŝ±
∑
q

|k〉q 〈l|q
( nj⊗
m=1

|i〉m
)

⊗
( n2⊗
m=1

|j〉ni+m

)
... (13.4.14)

since F̂ is exchange invariant, and therefore commutes with Ŝ±.
We can expand the sum in q to find that (we omit ⊗ to save space):

q = 1 : |k〉1 〈l | i〉1 |i〉2 ... |i〉ni
|j〉ni+1 ... |j〉ni+nj

... |u〉q ... (13.4.15)
q = 2 : + |i〉1 |k〉2 〈l | i〉2 |i3〉 ... |i〉ni

|j〉ni+1 ... |j〉ni+nj
... |u〉q ... (13.4.16)

+ . . . (13.4.17)
q : + |i〉1 |i〉2 ... |i〉ni

|j〉ni+1 ... |k〉q 〈l |u〉q ... (13.4.18)
+ . . . (13.4.19)

In the qth line, we will get that |u〉q → δlu |k〉q, where |u〉q is whatever state is in the
qth position. Consequently, the only lines that will survive will be the ones with state
|l〉q in the appropriate position q. Since there will be nl particles in the state |l〉, this
will lead to nl lines not vanishing. Each of these lines will also be some permutation of
|i〉1 |i〉2 ... |i〉ni

|j〉ni+1 ... |k〉q ..., and since Ŝ± commutes with P̂σ for any σ ∈ SN , we find
that:

∑
q

|k〉q 〈l|q

√
N !

ni!nj !...
Ŝ±

( ni⊗
m=1

|i〉m
)

⊗
( nj⊗
m=1

|j〉ni+m

)
... (13.4.20)

= nl

√
N !

ni!nj !...
Ŝ± |i〉1 |i〉2 ... |i〉ni

|j〉ni+1 ... |k〉q ... (13.4.21)
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and since:

|ni, ..., nl − 1, ..., nk + 1, ...〉 =
√

N !
ni!...(nl − 1)!...(nk + 1)!... Ŝ± |i〉1 |i〉2 ... |i〉ni

|j〉ni+1 ... |k〉q ...

(13.4.22)
we find that:∑

q

|k〉q 〈l|q |ni, ..., nl, ..., nk, ...〉 (13.4.23)

= nl

√
N !

ni!nj !...
Ŝ± |i〉1 |i〉2 ... |i〉ni

|j〉ni+1 ... |k〉q ... (13.4.24)

= nl

√
N !

ni!...nl!...nk!...

√
ni!...(nl − 1)!...(nk + 1)!...

N ! |ni, ..., nl − 1, ..., nk + 1, ...〉 (13.4.25)

= √
nl

√
nk + 1 |ni, ..., nl − 1, ..., nk + 1, ...〉 (13.4.26)

= a†
kal |ni, ..., nl, ..., nk, ...〉 (13.4.27)

Finally, we get the very elegant representation of a one-body operator:

F̂ =
∑
kl

fklâ
†
kâl (13.4.28)

If we areworking in aHilbert space embeddedwith a position representation thenwemay
also write that:

F̂ =
∑
kl

fklâ
†
kâl =

∑
kl

ˆ
ψ∗
k(r)f̂ψl(r) drâ

†
kâl =

ˆ
Ψ∗
k(r)f̂Ψl(r) dr (13.4.29)

Representing two-body operators

We begin by deriving a useful property of creation/annihilation operators. Firstly note
that the commutator algebra for these operators may be written as:

aka
†
j = ηa†

jak + δjk, akal = ηalak (13.4.30)

where η = 1 for bosons and η = −1 for fermions. Then:

a†
iaka

†
jal = a†

i (ηa
†
jak + δjk)al (13.4.31)

= ηa†
ia

†
jakal + δjka

†
ial (13.4.32)

= η2a†
ia

†
jalak + δjka

†
ial (13.4.33)

= a†
ia

†
jalak + δjka

†
ial (13.4.34)

Now consider a two-body operator written as ĝqq′ = f̂qĥ
′
q where f̂q acts onHq and ĝq′ acts

on Hq′ . Then, we find that the total two-body operator may be written as:

Ĝ = 1
2
∑
q 6=q′

ĝqq′ (13.4.35)
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where 1
2 takes care of double counting, and we discard q = q′ terms since a two-body

operator must involve two different particles.
Therefore:

Ĝ = 1
2
∑
q 6=q′

ĝqq′ = 1
2

(∑
q

f̂q
∑
q′

ĝq′ −
∑
q

f̂q ĝq

)
(13.4.36)

= 1
2

(
F̂ Ĝ−

∑
q

f̂q ĝq

)
(13.4.37)

(13.4.38)

Now we use the fact that F̂ =
∑
q f̂q, Ĝ =

∑
q′ f̂q′ and∑q f̂q ĝq are single-body operators,

and thus have a field representation of the type in (13.4.28):

Ĝ = 1
2

(∑
ik

fika
†
iak

∑
jl

gjla
†
jal −

∑
il

(fh)ila†
ial

)
(13.4.39)

= 1
2

(∑
ijkl

fikgjla
†
iaka

†
jal −

∑
il

(fh)ila†
ial

)
(13.4.40)

= 1
2

(∑
ijkl

fikgjla
†
ia

†
jalak +

∑
ikjl

fikgjlδjka
†
ial −

∑
il

(fh)ila†
ial

)
(13.4.41)

= 1
2

(∑
ijkl

fikgjla
†
ia

†
jalak +

∑
ijl

fijgjla
†
ial −

∑
ijl

fijhjla
†
ial

)
(13.4.42)

= 1
2
∑
ijkl

fikgjla
†
ia

†
jalak (13.4.43)

Note that the matrix elements of ĝ, f̂ , ĥ are related by:

gijkl = 〈i|q 〈j|q′ |ĝ| |k〉q |l〉q′ = 〈i|q′ 〈j|q |f̂qĥ′
q| |k〉q |l〉q′ = fikgjl (13.4.44)

so that:
Ĝ = 1

2
∑
ijkl

gijkla
†
ia

†
jalak (13.4.45)

Luckily, any two-body operator may be expanded as a power series in one-particle opera-
tors:

G =
∑
αβ

cαβ
∑
q 6=q′

f̂αq ĥ
β
q′ (13.4.46)

= 1
2
∑
ikjl

(fα)ik(gβ)jla†
ia

†
jalak (13.4.47)

= 1
2
∑
ikjl

gijkla
†
ia

†
jalak (13.4.48)
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Change of basis

Finally, wemust comment on how changes of basis affect the field representations we have
derived. We have already observed that the change from the position to the momentum
basis is given by a fourier transform.
More generally, we have that given two bases {|ui〉} and {|vi〉} ofH. Then, for any |ψ〉 ∈ H:

â†
ui

|0〉 = |ui〉 =
∑
j

〈vj |ui〉 |vj〉 =
∑
j

〈vj |ui〉 â†
vj

|0〉 (13.4.49)

implying that:
a†
ui

=
∑
j

〈vj |ui〉 a†
vj

=⇒ aui =
∑
j

〈ui | vj〉 avj (13.4.50)

Clearly, we see that using {|ui〉} = {|r〉} then âr =
∑
j 〈r | vj〉 avj which is just the field

operator Ψ(r) we defined earlier.
Using a change of basis allows us to derive in a much simpler way the field representation
of diagonalizable operators. Indeed, suppose we have some one-body operator f̂ with
eigenbasis {|ψi〉} and eigenvectors λi. Then:

F̂ =
∑
i

λin̂i =
∑
i

λia
†
ψi
aψi

(13.4.51)

Consequently, using another basis {|φj〉} then

F̂ =
∑
i

λia
†
ψi
aψi

=
∑
i

λi
∑
k

〈φk |ψi〉 a†
φk

∑
j

〈ψi |φj〉 aφj
(13.4.52)

=
∑
ikj

〈φk |ψi〉
〈
ψi
∣∣∣ f̂ ∣∣∣ψi〉 〈ψi |φj〉 a†

φk
aφj

(13.4.53)

=
∑
kj

〈
φk
∣∣∣ f̂ ∣∣∣φj〉 a†

φk
aφj

(13.4.54)

=
∑
kj

fkja
†
φk
aφj

(13.4.55)

as we found earlier. Similar arguments may be used to show that for two-body operators
Ĝ:

Ĝ = 1
2
∑
ikjl

gijkla
†
ia

†
jalak (13.4.56)
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15Solids: Boltzmann vs Einstein vs De-
bye

15.1 The heat capacity of solids
Recall from Thermodynamics that

Cp − CV = V Tα2

κT
, α = 1

V

∂p

∂T

∣∣∣∣
V

, κT = − 1
V

∂V

∂p

∣∣∣∣
T

(15.1.1)

where α is the thermal expansion coefficient and κT is the isothermal compressibility. For
solids, the expansion coefficient is very small, so usually we can set the isobaric and iso-
choric heat capacities to be equal to each other:

Cp ≈ CV = C (15.1.2)

The goal of this chapter will be to study the heat capacity using different models, namely
the Boltzmann, Einstein and Debye models.

15.2 Boltzmann model
The simplest model for a solid was given in 1896 by Boltzmann, where he took each atom
in a solid to reside in a (classical) harmonic potential. The resulting heat capacity can
be calculated using the typical method of writing down the partition function, finding the
free energy and then using the appropriate thermodynamic relation (see statistical physics
lecture notes). There is however a much faster way to calculate C.
The short-cut is to use the equipartition theorem. We argue that there are six degrees of
freedom in our system, px, py, pz (due to kinetic energy) and x, y, z (due to the harmonic
well being translationally invariant). Since each degree of freedom contributes 1

2NkB to
the heat capacity we should expect

C = 3NkB (15.2.1)

which is precisely what the rigorous method yields.
The law in (15.2.1) is known as theDulong-Petit law. While the Boltzmann model works
fairly well at high temperatures where the classical picture holds, we get deviations at
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lower temperatures for certain materials, most notably for Diamond where C < 3NkB
even at room temperature.

15.3 Boltzmann model
In 1907 Einstein solved this inconsistency by adding some quantumflavour to Boltzmann’s
model (19 years before Schrodinger’s paper even came out!). Instead of treating the har-
monic potential as classical, we can use quantummechanics and use the quantised energy
levels of the quantum harmonic oscillator:

En = 3~ω
(
n+ 1

2

)
(15.3.1)

From the statistical physics lecture notes we find that

U = 3~ω
(
nBβ~ω + 1

2

)
, nB = 1

eβ~ω − 1 (15.3.2)

where nB is known as the Bose factor, and roughly represents the average excitation level
of the system at a given temperature. Differentiating with respect to temperature we find
that

C = 3NkB(β~ω)2 eβ~ω

(eβ~ω − 1)2 (15.3.3)

In the high temperature limit then eβ~ω ≈ 1 + β~ω so to first order

C ≈ 3NkB(1 + ~βω) (15.3.4)

which (to zeroth order) reduces to the Dulong-Petit law. In the low temperature limit, on
the other hand, we find that

C = 3NkB(β~ω)2e−β~ω (15.3.5)
so we get an exponential temperature suppression factor.

Figure 15.1. Plot of the heat capacity according to the Einstein model, from Einstein’s original 1907
paper.
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Unfortunately, Einstein’s model still has some shortcomings, most notably at really low
temperatures where the heat capacity seems to have a ∼ T 3 type of behaviour.

15.4 Debye model
This inconsistency was solved by Debye in 1912 by noting that if we displace an electron
from one state to another, it will push on the other electrons, which will themselves move
and form soundwaves, quantizedmodes known as phonons. Thus, instead of considering
a set of N harmonic oscillators, let’s consider a set of phononwaveswithN possiblemodes
(up to a polarisation factor).
The internal energy is now given by the sum of the energies for each mode ωi:

U =
∑
i

~ωi
(
nB(β~ωi) + 1

2

)
(15.4.1)

where the sum is over all phonon modes i. We can have three different polarisations of
our sound waves, and we can assume that the speed of sound is independent of direction
and polarisation. We find that

∑
i

(modes) → 3V
(2π)3

ˆ
d3k (15.4.2)

and using the dispersion relation ω(k) = vDk then
∑
i

(modes) → 3V
(2π)3

ˆ
d3k → 3V

2π2v3

ˆ ∞

0
ω2dω (15.4.3)

We can therefore read off the density of states as

g(ω) = 3V
2π2v3ω

2 = N
9ω2

ω2
D

, ωD =

√
6π2N

V
v3 (15.4.4)

where we defined the Debye frequency. Consequently the total energy reads

U =
ˆ ∞

0
g(ω)~ω

(
nB(β~ω) + 1

2

)
dω (15.4.5)

This is slightly worrying, the 1
2 factor will give a diverging term in the integrand, and we

do not want infinities. However, this term will be temperature independent, and since
we are interested in the heat capacity it will drop off when differentiating it with respect
to temperature. Later we will see how to deal with this infinity more justifiably, so we
proceed with resolve and ignore the factor for now:

U = 9N~
ω3
D

ˆ ∞

0

ω3

eβ~ω − 1 (15.4.6)
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and recognising the Bose-Einstein integral we get

U = 3
5N

(kBT )4

(~ωD)2 π
4 (15.4.7)

which when differentiated gives the Debye heat capacity

C = 12
5 NkB

(
T

TD

)
π4, TD = ~ωD

kB
(15.4.8)

Here TD is known as theDebye temperature. This result gives the required low tempera-
ture T 3 behaviour, but it seems like this came at the cost of losing the empirically verified
high temperature result C ≈ 3NkB . Going back to the Boltzmann model remember that
the factor of 3 came from the fact that we have 3 degrees of freedom, but in Debye’s model
we included an infinite number of wave modes, and thus infinitely many degrees of free-
dom. However, it is incorrect to assume that arbitrarily high frequency sound waves can
propagate through a solid since if the wavelength of this wave becomes smaller than the
atomic spacing in the solid then the wave will not propagate at all. To fix this issue we can
impose an ad-hoc high frequency cut-off ωc so that

ˆ ωc

0
g(ω) dω = 3N (15.4.9)

This is saying that the total number of permissible wave modes must be equal to the num-
ber of degrees of freedom in the system. Intuitively this makes sense because to fully
specify a system it suffices to know how many particles occupy each occupable mode, so
that if there are 3N modes then we must specify 3N occupation numbers. Consequently
we find that

3V
2π2v3

ˆ ωc

0
ω2 dω = V

2π2v3ω
3
c = 3N =⇒ ωc = ωD (15.4.10)

The Debye frequency thus represents the highest frequency mode that can travel through
the solid, abovewhich the density of states vanishes. If we redo our calculation we see that

U =
ˆ ωD

0
g(ω)~ω

(
nB(β~ω) + 1

2

)
dω = 9N~

ω3
D

ˆ ωD

0

ω3

eβ~ω − 1 (15.4.11)

where the zero-point energy contribution not longer diverges, but can be omitted since it
is temperature independent. We obtain the heat capacity by differentiating

CV = 9NkB~2

ω3
D

β2
ˆ ωD

0

ω4eβ~ω

(eβ~ω − 1)2 dω (15.4.12)

This can be rewritten more nicely as

CV = 9NkB
(
T

TD

)3 ˆ TD/T

0

x4ex

(ex − 1)2 dx (15.4.13)

Note that at low temperature it does not matter whether we cut off the integral at TD/T or
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Figure 15.2. The heat capacity predicted by the Einstien model vs. the Debye model.

∞, so the result we previously found

CV = 12
5 NkB

(
T

TD

)
π4, at low T (15.4.14)

still holds 1. At high temperature instead we can Taylor expand the integrand

U = 9NkB
(
T

TD

)3 ˆ TD/T

0
x2 dx = 3NkB (15.4.16)

just as required by the Dulong-Petit law (and most importantly by experimental data).
Other than the fact that the Debye model is just visibly a better fit to experimental data,
its other strength is that unlike the previous models it has no fit parameter: ωD, the Debye
frequency, can be measured in a lab.

1it is easier to directly evaluate the infinite integral in U and differentiating than calculating the integral
ˆ ∞

0

x4ex

(ex − 1)2 = 4π4

15 (15.4.15)
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16Metals: Drude vs. Sommerfield

16.1 Drude model
Consider a system of electrons moving under the influence of a force F, and which scatter
with each other with scattering time τ . We assume that the scattering process is com-
pletely inelastic so that the momentum after a collision is zero (although this obviously
does not hold for individual collisions, the average effect is that the particle can scatter in
any direction and thus p = 0).
If we picture a single electron with momentum p(t) at time t, then after some time dt we
will find that

p(t+ dt) =
(

1 − dt

τ

)
[p(t) + Fdt] + dt

τ
0 (16.1.1)

=⇒ p(t+ dt) − p(t) =
(
F − p

τ

)
dt (16.1.2)

=⇒ dp
dt

= F − p
τ

(16.1.3)

so we see that the scattering effects act as a drag force. If the electron is in an electromag-
netic field then

dp
dt

= −e(E + v × B) − p
τ

(16.1.4)

The steady state condition dp
dt = 0 fixes the equilibrium drift velocity

−e(E + v × B) − p
τ

= 0 (16.1.5)

Let’s define the current density j = −nev, then

E = 1
ne

j × B + m

ne2τ
j (16.1.6)

so we get two contributions to the electric field, a contribution parallel to the current, and
a Hall electric field perpendicular to the current.
Suppose initially that B = 0, then we find that

j = σE, σ = ne2τ

m
(16.1.7)
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so the current produced is proportional to the applied electric field, with conductivity σ
being the proportionality constant.
Now let’s turn on the magnetic field: B 6= 0. Suppose we measure the Hall electric field
EH , then if we know n and e then we can evaluate the magnetic field via

EH = RHB × j, RH = − 1
ne

(16.1.8)

whereRH is known as theHall coefficient. More specifically, assumingwe have a constant
magnetic field then we can let B = Bz. This then yields

Ex = 1
ne
jyBz + m

ne2τ
jx (16.1.9)

Ey = − 1
ne
jxBz + m

ne2τ
jx (16.1.10)

Ez = m

ne2τ
jz (16.1.11)

or in matrix notation

E =

 ρ‖ ρxy 0
−ρxy ρ‖ 0

0 0 ρ‖

 j, ρ‖ = m

ne2τ
, ρxy = Bz

ne2 (16.1.12)

We define the matrix ρ as the resistivity, and its inverse is the conductivity

j =

 σ‖ σxy 0
−σxy σ‖ 0

0 0 1
ρ‖

E, σxy = − ρxy
ρ2

‖ + ρ2
xy

, σ‖ =
ρ‖

ρ2
‖ + ρ2

xy

(16.1.13)

As expected we get a parallel resistivity ρ‖ = m
ne2τ = 1

σ which we calculated earlier, but
now we also get off-diagonal resistivities given by ρxy, which correspond to longitudinal
currents producing transverse Hall electric field. This electric field is proportional to Bz
and inversely proportional to the carrier density n and charge e.
Unfortunately, the Drudemodel for conductivity is not always correct. Indeed, for materi-
als such as Beryllium orMagnesium the Hall resistance, which is supposed to be negative,
actually takes positive values. Nevertheless, let’s go on and calculate the thermal conduc-
tivity which we know from classical thermodynamics is given by:

κ = 1
3ncv 〈v〉λ (16.1.14)

According to the Drude model the scattering length λ is λ = 〈v〉 τ , and 〈v〉 =
√

8kBT
πm to

find that
κ

?= 4
π

nτk2
BT

m
(16.1.15)

The question mark arises from dubiously inserting cv = 3
2kB . a result which applies to

ideal gases. We still do not know what τ is so it is difficult to compare with experiment.
However, since σ‖ = ne2τ

m we can take the ratio and remove τ to find the Lorentz number
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LR

LR = κ

Tσ‖
= 4
π

(
kB
e

)2
≈ 1.0 × 10−8 W Ω K−2 (16.1.16)

Empirically the Lorentz number is 2.2×10−8 W Ω K−2, a result known as theWiedemann-
Franz law.
Note that the Lorentz number is universal and should be the same for anymetal, it only de-
pends on fundamental quantities such as the Boltzmann constant and the electron charge.
This result is quite intuitive since we should expect thermal and electrical conductivity to
be governed by analogous transport processes, so taking the ratio of analogous transport
coefficients should give a constant. Indeed we also find that the thermal current density jq
and the electrical current density j are related by jq = Πjwhere Π is the Peltier coefficient:

Π = −cV T

3e (16.1.17)

If we run current through a metal then this will produce a thermal current and cool one
side of the material. However we cannot cool the material to arbitrarily low temperatures
as the Joule heat dissipation I2R can quickly dominate over the Peltier effect. We can get
another universal constant from Π

S = Π
T

= −cV
3e

?= −kB
2e ≈ −0.4 × 10−4 V K−1 (16.1.18)

where in the last step we substituted cV = 3
2kB . Experiments show that S should be about

10−2 times smaller! Of course, themistake comes fromhaphazardly substituting cv = 3
2kB ,

since the electrons in a metal are not ideal gas particles! In reality, cV � 3
2kB , so S should

be much larger. However this should also mean that LR should be much smaller, how did
we get such good agreement with experiment? The answer is that wemade two cancelling
errors, one was of course cv = 3

2kB , but the other was 〈v〉 =
√

8kBT
πm which again comes

from the kinetic theory of ideal gases. In reality 〈v〉 is much larger, by about the same
amount by which cv is smaller than the ideal result. Inserting these two expressions into
κ gave a roughly good approximation by pure coincidence, while for S this did not occur.

16.2 Sommerfield model
The reason we made the two cancelling errors in calculating the thermal conductivity was
that we treated the electron gas as an ideal gas, while in reality it is a fermion gas. Recall
that the average number of particles occupying a state with energy ε at temperature β

n(ε) = 1
eβ(ε−µ) + 1

(16.2.1)

and that µ(T = 0) ≡ EF is known as the Fermi energy which for a given particle density
n takes the form

EF = ~2

2m(3π2n)2/3 = ~2k2
F

2m , kF = (3πn)1/3 (16.2.2)

In principle, one could calculate the average number of particles N as an integral, which
would yield a Fermi-Dirac function. One could take a low temperature approximation of
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this expression and find the chemical potential as a function of n. Then one could similarly
calculate the energy U as an integral and insert the expressions for µ to get something
completely in terms ofn andT . Finally one takes the derivativewith respect to temperature
to find CV . This is the approach taken in the Statistical physics lecture notes. However, we
can cheat a little and derive the same result with more physical intuition.
As we slightly raise the temperature above T = 0, the number of particles that move from
the grey region to the white region is roughly the same. Consequently, to keep n fixed one
does not need to change µ significantly, thus allowing us to approximate µ ≈ EF . We also
assume that

E(T ) = E(T = 0) + γ

2N
∗E∗ (16.2.3)

whereN∗ is the number of electrons that can be excited, and E∗ is the average energy that
each state can absorb. We also introduced γ

2 as a fudge factor. We see that the average
number of electrons that can get excited (by thermal fluctuations) must be roughly within
a distance kBT of EF so

N∗ =
ˆ EF −kBT

EF +kBT
g(E)nF (E)dE ≈ g(EF )kBT (16.2.4)

since kBT << EF . Moreover, by this argument the energy that each electron absorbs is
roughly kBT so that

E(T ) = E(T = 0) + γ

2 g(EF )(kBT )2 (16.2.5)

Therefore, defining TF = EF
kB

as the Fermi temperature and using g(EF ) = 3
2
N
EF

then

CV = ∂U

∂T
= γkBTg(EF ) = γ

3
2NkB

T

TF
(16.2.6)

where it turns out that γ = π2

3 .

16.3 Conclusions
The free-electron model is quite successful, it yielded good values for the heat capacity,
thermal and electrical conductivity, the Peltier coefficient and so forth. Nevertheless, it
still has several shortcoming which must be addressed. Firstly, experiments are able to
measure the scattering time τ of electrons, and the resulting scattering length λ = vF τ is
unreasonable large, reaching values as high as 1mm at low temperatures. Furthermore,
the anomalous sign of the Hall coefficient is still unaccounted for, and so are the various
optical properties of metals. The main that we have been neglecting is the microscopic
arrangement of the electrons in matter.
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17Vibration of solids

17.1 1D Monoatomic harmonic chain
The “old quantum theory” models we have constructed for electrons in solids and met-
als still have several shortcomings, such as the negativity of the Hall resistance and the
impossibly large scattering length. One important feature of electrons in crystals that we
have not exploited yet is the microscopic lattice symmetry. To investigate the fundamental
aspects of electron arrangements in solids, we will investigate a mono-atomic harmonic
chain.
Let’s consider two atoms with separation x in an attractive potential V (x) which we can
expand about the equilibrium distance x0 as a harmonic well:

V (x) = V (x0) + κ

2 (x− x0)2 + o((x− x0)3), κ = V ′(x0) (17.1.1)

As long as we are at sufficiently low temperatures, this expansion is valid and the average
separation between the atoms will be the equilibrium distance x0 due to the symmetry of
quadratic potentials. At high temperatures however, thermal fluctuations can cause the
electrons to deviate outside of the quadratic well region. Since the potential is steeper on
one side (small separation), this causes the average distance between the atoms to shift
away from the equilibrium.
Consider an infinite chain of atoms with massm separated by a distance a, known as the
lattice constant, and connected with springs of constants κ. Let x0

n = na be the nth atom’s
equilibrium position, and let qn = xn−x0

n be the deviation of atom n from its equilibrium.
Newton’s second law applied to the nth atom yields

mq̈n = κ(qn+1 − qn) + κ(qn−1 − qn) (17.1.2)

We make a wave ansatz qn = Aeiωt−ikx
0
n and get

−Amω2eiωt−ikna = κ(Aeiωt−ik(n+1)a +Aeiωt−ik(n−1)a − 2Aeiωt−ikna) (17.1.3)

=⇒ −mω2 = κ(2 − 2 cos(ka)) =⇒ ω(k) = 2
√
κ

m

∣∣∣∣ sin(ka2
)∣∣∣∣ (17.1.4)

In the long wavelength, low wavenumber limit we should get sound waves, and indeed a
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Taylor expansion quickly gives the correct dispersion relation

ω = 2
√
κ

m

|k|a
2 = v|k|, v =

√
κ

m
a (17.1.5)

We also found that the speed of sound in this chain is given by the lattice spacing times the
spring frequency. We could also obtain this result by first calculating the compressibility
β

β = − 1
V

∂V

∂p
= − 1

L

∂L

∂F
= 1
κa

(17.1.6)

and then using the following result from fluid dynamics

v =
√

1
ρβ

=
√

1
m
a · 1

κa

=
√
κ

m
a (17.1.7)

Note also that the dispersion relation has a maximum

ωmax = 2
√
κ

m
at k = π

a
(17.1.8)

and the corresponding mode is given by qn(t) = Aeiωt(−1)n which corresponds to each
atom being out of phase with its two neighbours.

17.2 Reciprocal space
Reciprocal space (or momentum space) is the space of k’s, it is the Fourier transform of
real space (or direct space). Interestingly, our modes are periodic in momentum space:

qn(t) = Aeiωt−i(k+2π/a)na = Aeiωt−iknae2πn = Aeiωt−ikna (17.2.1)

Therefore, shifting our wavenumber by 2π
a we obtain the same physical mode, the period-

icity of the lattice in real space yielded a periodicity in reciprocal space.
To understand the in the wavenumber, note that the following waves, with k differing
by 2π/a, predict the same value for the displacement of each mass. Since that is all the
information we can obtain from the qn(t) functions, both solutions are equivalent.
We can then define the reciprocal lattice as the set of all points inmomentum space equiv-
alent to k = 0, they are given by

Gn = 2πn
a

(17.2.2)

Note also that there is a fundamental interval in reciprocal space, the Brillouin zone (BZ),
which contains all non-equivalent wavenumbers, it is the unit cell of the reciprocal lattice.
Every point outside the BZ will be equivalent to some point inside the BZ. In our case the
Brillouin zone is

BZ =
(

− π

a
,
π

a

]
(17.2.3)

and since the spacing of the reciprocal lattice is 2π
Na we find that the total number of modes
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with periodic boundary conditions is

number of modes = 2π/a
2π/Na = N (17.2.4)

Exactly as Debye had predicted, there are as many normal modes as masses in the chain.

17.3 Quantum modes: phonons
We have already encountered phonons in the Debye model, they are quanta of vibrations
which possess a quantized energy ~ω(k). Note that since two or more phonons can have
the same mode, they follow Bose-Einstein statistics. The energy of a collection of phonons
is then given by

U =
∑
k∈BZ

~ωk
( 1
eβ~ωk − 1 + 1

2

)
(17.3.1)

Assuming a << L we can approximate the sum as an integral

∑
k∈BZ

−→ L

2π

ˆ π/a

−π/a
dk (17.3.2)

This is a good point to stop and review what dispersion relations the various quantum
models use:

Chain: ω(k) = 2
√
κ

m

∣∣∣∣ sin(ka2
)∣∣∣∣ (17.3.3)

Debye: ω(k) = v|k| (17.3.4)
Einstein: ω(k) = ω0 (17.3.5)

Since the dispersion relation is even in k we can write

U = 2
ˆ π/a

0
dk ~ω(k)

( 1
eβ~ω(k) − 1

+ 1
2

)
(17.3.6)

Using the chain dispersion relation

dω = a

√
κ

m
cos

(
ka

2

)
dk = a

√
κ

m

√
1 − ω2 (17.3.7)

we then write
U = 2a

ˆ 2
√

κ
m

0
dk ~ω(k)

( 1
eβ~ω(k) − 1

+ 1
2

)
(17.3.8)

17.4 1D Diatomic harmonic chain
Often there will be more than one type of atom in a solid, and one shortcoming of the
monoatomic chain is that all atoms are treated as identical (not indistinguishable). To fix
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this, let’s consider a chain with the same massm, but alternating spring constants κ1 and
κ2 as shown below.
We therefore have two different types of atoms: one type, whose position will be denoted
by xn, has a spring constant κ1 to the left and κ2 to the right. The other type, whose position
will be denoted by yn, has a spring constant κ2 to the left and κ1 to the right. Note that the
unit cell now contains two atoms, so the real space lattice has periodicity a spanning two
atoms. The implication of this is that the number of modes is no longer equal to 2N , the
number of masses, but rather N , the number of unit cells.

number of modes = number of unit cells (17.4.1)

The equations of motion now read

mẍn = κ2(yn − xn) + κ1(yn−1 − xn) (17.4.2)
mÿn = κ1(xn+1 − yn) + κ2(xn − yn) (17.4.3)

Once again we propose an mode ansatz

xn = Axe
iωt−ikna (17.4.4)

yn = Aye
iωt−ikna (17.4.5)

which possesses the same reciprocal space periodicity encountered in the monoatomic
chain.

−mω2Axe
−ikna = κ2(Aye−ikna −Axe

−ikna) + κ1(Aye−ik(n−1)a −Axe
−ikna) (17.4.6)

−mω2Aye
−ikna = κ1(Axe−ik(n+1)a −Aye

−ikna) + κ2(Axe−ikna −Aye
−ikna) (17.4.7)

which we can write in matrix form as:

−mω2
(
Ax
Ay

)
=
(

−(κ1 + κ2) κ2 + κ1e
ika

κ1e
−ika + κ2 −(κ1 + κ2)

)(
Ax
Ay

)
(17.4.8)

This is just an eigenvalue problem, and we find that

(κ1 + κ2 −mω2)2 − |κ1e
ika + κ2|2 = 0 (17.4.9)

=⇒ mω2 = κ1 + κ2 ±
√
κ2

1 + κ2
2 + 2κ1κ2 cos(ka) (17.4.10)

As expected, because each unit cell has 2 atoms, each wavenumber k has two associated
normal modes. The dispersion relation is plotted below:
We see that one type ofmode, knownas acousticmode, behaves similarly to themonoatomic
chain. However, we now get a second type of mode known as an optical mode. More gen-
erally, in D-dimensions, if there are n atoms in each unit cell, there we will obtain D · n
degrees of freedoms and thus modes, of which d are acoustic (one for each direction) and
the remaining are optical.
Let’s calculate the speed of sound in the acoustic modes. The compressibility was given
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Figure 17.1. Dispersion relation ω = ω(k) for a 1D classical diatomic chain

by
β = − 1

L

∂L

∂F
= 1
Ka

(17.4.11)

where K is the effective spring constant in the chain, which in the case of two springs in
parallel isK = κ1κ2

κ1+κ2
. Therefore

vs =
√

1
2m/a

κ1 + κ2
aκ1κ2

=
√

κ1κ2a2

2m(κ1 + κ2) (17.4.12)

Let’s look more closely at the long-wavelength regime. The eigenvalue equation reads

−mω2
(
Ax
Ay

)
= −(κ1 + κ2)

(
1 −1

−1 1

)(
Ax
Ay

)
(17.4.13)

which we solve

Acoustic mode : ω = 0,
(
Ax
Ay

)
=
(

1
1

)
(17.4.14)

Optical mode : ω =

√
2(κ1 + κ2)

m
,

(
Ax
Ay

)
=
(

1
−1

)
(17.4.15)

The optical mode corresponds to out-of-phase motion, so very high frequency motion
(optical), while the acoustic mode corresponds to in-phase motion with lower frequency
(acoustic) due to a lower compressibility.

17.5 1D Tight-binding chain
Having looked at classical 1D chains, let us now add quantumness to our discussion. We
consider a 1D chain of nuclei with spacing a and position vectors Ri, and electrons mod-
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elled by the independent-electron Hamiltonian

H = p2

2m +
∑
j

V (r − Rj) (17.5.1)

We define |n〉 to correspond to the state where the electron is localised on the nth nucleus,
and assume that they are orthogonal

〈n |m〉 = δnm (17.5.2)

This holds in the atomic limit where the a → ∞, but is pretty bad otherwise. Nevertheless
this could still yield good qualitative results sowewill proceed and insert the LCAOansatz

|ψ〉 =
∑
n

cn |n〉 (17.5.3)

into the Schroedinger equation ∑
n

〈n |H |m〉φm = Eφn (17.5.4)

To calculate the matrix elements we split the Hamiltonian

H = p2

2m + V (r − Rm) +
∑
j 6=m

V (r − Rj) = Hm +Hm6=j (17.5.5)

and find

〈n |H |m〉 = εatomicδmn +
∑
j 6=m

〈n |V (r − Rj) |m〉 where εatomic = Hm |m〉 (17.5.6)

∑
j 6=m 〈n |V (r − Rj) |m〉 will give two types contributions, one when n = m which corre-

sponds to the atom increasing its energy while remaining on sitem:

V0 ≡
∑
j 6=m

〈m |V (r − Rj) |m〉 (17.5.7)

and the other when n 6= mwhich corresponds to the atom hopping to site n

−t ≡
∑
j 6=m

〈n |V (r − Rj) |m〉 (17.5.8)

It should be hard for an electron to hop very far so we can restrict |n−m| ≤ 1. Finally we
have that ∑

j 6=m
〈n |V (r − Rj) |m〉 , εatomic =


V0 if n = m

−t if |n−m| ≤ 1
0 otherwise

(17.5.9)
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We define the on-site energy to be ε0 = εatomic + V0 and write the Hamiltonian as

Hij = ε0δi,j − t(δi,j+1 + δi,j−1) ⇐⇒ H =



ε0 −t 0 0 . . . −t
−t ε0 −t 0 . . . 0
0 −t ε0 −t . . . 0
... ... . . . . . . . . . ...
0 0 . . . −t ε0 −t

−t 0 . . . 0 −t ε0


(17.5.10)

We make the same wave ansatz as in the classic monoatomic chain

|ψ〉 = 1√
N

∑
n

e−ikna |n〉 (17.5.11)

and find

ε0e
−ikna − t(e−ikn(a−1) + e−ikn(a+1)) = Ee−ikna (17.5.12)
=⇒ E(k) = ε− 2t cos(ka) (17.5.13)

Newton’s equations are second order in time derivatives, so this will provide two fre-
quency solutions. Schroedinger’s equation instead is linear in time derivatives so we only
obtain one energy solution. This is why we only obtained one energy band with our tight-
binding model, rather than two like in the classical chain. For low momenta we can taylor
expand (17.5.13)

E(k) ≈ E0 + k2a2

2 (17.5.14)

At low frequencies/energies we expect long-wavelength solutions, so free electrons will
follow this dispersion relation. We can define an effective mass

meff = ~2

2a2t
(17.5.15)

so that the dispersion relation at low frequencies becomes

E(k) ∼ ~k2

2meff
(17.5.16)

As one should expect, the effective mass is larger as the hopping parameter gets smaller
(less hopping implies more inertia). The range of energies, Emax −Emin = 4t is known as
the bandwidth of the system.
This solves our problem of the disproportionately large scattering length in the Sommer-
feld model. Therefore, the
Let’s consider a chain of monovalent atoms where every nucleus gives away one electron
from its valence shell. This will produce half-filled bands, with low energy excitations
involving the promotion of electrons over the Fermi energy. This means that if one applies
the current the Fermi surface can be shifted to the left or the right, thus producing a current.
For a chain of diavalent atoms instead, we will obtain a filled band so there will be no low-
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energy excitations. The heat capacity and the conductivity will therefore be zero.
For a two-orbital model where each unit cell contains two different nuclei then we will
obtain two energy bands. If each nucleus gives away three electrons then the lower band
will be completely filled, while the upper band will only be half-filled. This means that to
investigate transport properties we need only to look at the upper energy band (intraband
excitations require massive energies). This explains why when studying materials with
several electrons per atom, we do not need to take all of them into account as most non-
valence shell electrons will be inert.
A notable exception occurs when two energy bands overlap. Then even a diavalent ma-
terial will have two partially field bands which will both be active in heat and electrical
conduction.
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18Crystal lattices and reciprocal lattices

In the previous chapter we saw that the translational symmetry of materials can account
for several, such as the propagation of sound modes/phonons, and can provide a better
approximation for the specific heat capacity. Nevertheless we were restricted to the 1D
case due to its simplicity, and in this chapter we will develop the vocabulary necessary to
describe higher dimensional periodic structures. This will be necessary in order to extend
our ideas of the 1D chain to the general case of 3D lattices.

18.1 Real space lattices
A crystal is defined as an infinite periodic arrangement of its constituent atoms. A crystal’s
Bravais lattice, also known as real space lattice/direct lattice (DL), is the set of the infinite
points defined as integer sums of the crystal lattice vectors, which are vectors connecting
any two atoms in the crystal. Each point on the real space lattice corresponds thus corre-
sponds to an atom. The primitive lattice vectors are the smallest (in magnitude) lattice
vectors that span crystal lattice:

span(a1, a2, a3) = DL (18.1.1)

For a Bravais lattice, the primitive lattice vectors always connect two nearest neighbour
sites. The number of nearest neighbours to a given lattice point is known as the coordina-
tion number.

In general, the vector pointing to a point in a Bravais lattice is then given by

R = n1a1 + n2a2 + n3a3 ⇐⇒ R = [n1, n2, n3], ni ∈ Z (18.1.2)
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Equivalently, we can define a Bravais lattice as a set of points such that it looks the same
viewed from any lattice point. From this definition it is easy to see that the honeycomb
lattice

Figure 18.1. The honeycomb lattice is not a Bravais lattice.

is not a Bravais lattice, since a red point’s environment is not equivalent to a blue point’s
environment (it is rotated by π). It is however a lattice as it is an infinite periodic structure.
By definition, a periodic structure has a repeating motif, so given a lattice any such repeat-
ing cell is known as a unit cell. It follows from this definition one should be able tessellate
Rn using the unit cells to obtain the corresponding lattice. Note that unit cells are not
unique, this can be seen by choosing a specific unit cell, tessellating the lattice with it, and
then translating the lattice by some small distance thus obtaining a new unit cell. Further-
more, a unit cell which contains only one lattice point is known as a primitive unit cell.
Finally, if the unit cell is made of orthogonal axes then it is a conventional unit cell (this
does not have to be primitive, but it could be). To top off this definition extravaganza, we
define theWigner-Seitz cell (WS cell) as the region around a lattice point that is closer to
that lattice point than any other.
A WS cell can be constructed using the Wigner-Seitz con-
struction:
(i) choose a lattice point P around which we will con-

struct the WS cell
(ii) choose a neighbouring lattice point Q and draw the

line PQ
(iii) draw the perpendicular bisector of PQ
(iv) repeat this for all other neighbouring lattice points
(v) the WS cell is the area enclosed by all these perpen-

dicular bisectors.
The WS cell is a primitive unit cell: for obvious reasons it
only contains one point, and by the symmetry of its con-
struction it tessellates the lattice. The Voronoi cell is a Wigner-Seitz cell for a non-lattice
set of points (and it’s really important for pizza-delivery).
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Since any periodic structure has a repeating motif, it can be viewed as a lattice where each
lattice point is occupied by this motif. For example, the following tiling of armadillos can
be viewed as a triangular lattice where each site has an armadillo.
The description of objects in a unit cell with respect to the
reference lattice point of the unit cell is known as a basis.
The lattice plus the basis thus defines any periodic struc-
ture. By convention, if the reference lattice point is split
into the corners of the unit cell, it is counted only once and
taken to be on one site only. For example, the honeycomb
lattice can be viewed as a triangular lattice with a repeat-
ingWS cell enclosed in dashed lines. EachWS cell contains
only one lattice point, and has one dark gray and one light
gray point inside of it, connected by lines to form a motif.
The primitive lattice vectors of the triangular lattice are

a1 = ax, a2 = a

2(x +
√

3y) (18.1.3)

so this implies that the basis for the honeycomb lattice is

Rlight = 2
3(a1 + a2) (18.1.4)

Rdark = 1
3(a1 + a2) (18.1.5)

Since the reference point of each unit cell has coordinates
[n1, n2], the basis completely specifies the positions of all points in the hoenycomb lattice.

18.2 3D lattices
In 3D we have the following important unit cells
(i) simple cubic unit cell where a = b = c

(ii) simple tetragonal unit cell where a = b 6= c

(iii) simple orthorhombic unit cell where a, b, c all different
There are two notable 3D lattices with cubic unit cells that do not fall under this category,
but are nevertheless important to remember.
The body-centered cubic lattice (bcc) is a simple cubic unit cell with the addition of an
extra lattice point at the center of the cube.
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The primitive lattice vectors are

a1 = [1, 0, 0], a2 = [0, 1, 0], a3 = [1/2, 1/2, 1/2] (18.2.1)

The points of the bcc lattice are given by the lattice vectors

Rcorner = [n1, n2, n3], (18.2.2)
Rcenter = [n1, n2, n3] + [1/2, 1/2, 1/2] (18.2.3)

from which it follows that the bcc lattice can be viewed as a simple cubic lattice with basis
Rcenter. Also, note that the conventional unit cell contains 2 points, one point in total from
the eight corners and another point from the center of the cube. Furthermore, the bcc
lattice has a coordination number of 8, 4 nearest neighbours from the plane above, and
another 4 from the plane below.

The reason we use the conventional unit cell for the bcc rather than the Wigner-Seitz cell
(primitive unit cell) is because the latter, known as a truncated octahedron, is terribly
complex.
The face-centered cubic lattice (fcc) is a simple cubic unit cell with the addition of an
extra lattice point at the center of each of the cube’s faces. The primitive lattice vectors of

− 119 −



18.3. THE RECIPROCAL LATTICE

the fcc lattice are The primitive lattice vectors are

a1 = [1/2, 1/2, 0] (18.2.4)
a2 = [1/2, 0, 1/2] (18.2.5)
a3 = [0, 1/2, 1/2] (18.2.6)

The points of the fcc lattice are given by the lattice vectors

Rcorner = [n1, n2, n3], (18.2.7)
Rcenter−xy = [n1, n2, n3] + [1/2, 1/2, 0] (18.2.8)
Rcenter−xz = [n1, n2, n3] + [1/2, 0, 1/2], (18.2.9)
Rcenter−yz = [n1, n2, n3] + [0, 1/2, 1/2] (18.2.10)

The fcc lattice has a coordination number of 12. Indeed, the points closest to [0, 0, 0] are
given by any point [±1/2,±1/2, 0] and permutations thereof, which are 12 in total.
An important application of the fcc lattice is that if we place a sphere at each site then
we obtain the most efficient spherical packing. This was conjectured by Kepler and only
formally proven recently by the Flyspeck team in 2014.

18.3 The reciprocal lattice
We define the reciprocal lattice to a direct lattice as the set of points with lattice vectorsG
such that

eiG·Rn = 1 (18.3.1)
where Rn is any direct lattice vectors:

R = n1a1 + n2a3 + n3a3 (18.3.2)

To see why (18.3.1) defines a lattice, we suppose that the reciprocal lattice has primitive
lattice vectors bi satisfying

bi · aj = 2πδij (18.3.3)
which is satisfied whenever

b1 = 2π a2 × a3
a1 · (a2 × a3)

b2 = 2π a3 × a1
a1 · (a2 × a3)

b3 = 2π a1 × a2
a1 · (a2 × a3)

(18.3.4a)

(18.3.4b)

(18.3.4c)

Taking as a definition of the reciprocal lattice primitive vectors, then the reciprocal lattice
is indeed a lattice if we can show that any G satisfying the definition eiG·Rn = 1 can be
written as

G = m1b1 +m2b2 +m3b3, mi ∈ Z (18.3.5)
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Consider any reciprocal space vector G withmi ∈ R, then we see that

1 = eiG·R = e2π(m1n1+m2n2+m3n3) (18.3.6)

Since ni ∈ Z, it follows that this is only satisfied whenmi ∈ Z.
Using the expression for the primitive reciprocal lattice vectors we see that the volume of
the primitive reciprocal unit cell is

b1 · (b2 × b3) =
( 2π
a1 · (a2 × a3)

)3
(a2 × a3) · a1[a3 · (a1 × a2)] = (2π)3

v
(18.3.7)

where v = V/N = a1 · (a2 × a3) is the volume of the unit cell in direct space.
Interestingly, the reciprocal lattice of fcc is bcc and vice-versa. Indeed more generally the
reciprocal lattice is the Fourier transform of the direct lattice. For example, in 1D, setting
Rn = an to be the lattice vectors then we may write the mass distribution as a Dirac comb

ρ(x) =
∑
n

δ(x−Rn) (18.3.8)

Taking its fourier transform we find

F [ρ(x)] =
ˆ
dx eikxρ(x) =

∑
n

eikan = 2π
a

∑
n

δ(k −Gn) (18.3.9)

where Gn = 2π
a n for n ∈ Z. Here we used the fact that

∑
n

eikan = 2π
a

∑
n

δ(k −Gn) (18.3.10)

which we will prove in the next section. We can extend this argument to 3D, taking

ρ(r) =
∑

R∈DL
δ(r − R) (18.3.11)

so that

F [ρ(r)] =
ˆ
d3r eik·rρ(r) =

∑
R∈DL

eik·R = (2π)3

v

∑
G∈RL

δ(k − G) (18.3.12)

where v is the volume of the primitive unit cell U . Finally, we can further generalise our
argument to any function with the periodicity of the direct lattice

ρ(x) = ρ(x + R), ∀R ∈ DL (18.3.13)
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We find that

F [ρ(r)] =
ˆ
d3r eik·rρ(r) =

∑
R∈DL

ˆ
U
d3r eik·rρ(r) (18.3.14)

=
∑

R∈DL

ˆ
UR

d3r eik·(r+R)ρ(r) =
∑
R
eik·R

ˆ
U
d3r eik·rρ(r′) (18.3.15)

= (2π)3

v

∑
G∈RL

δ(k − G)S(k) (18.3.16)

where we defined the structure factor

S(k) =
ˆ
U
d3r eik·rρ(r) (18.3.17)

and where U is a primitive unit cell with volume v. We have therefore broken down the
problem of Fourier transforming a periodic function over all space to that over just one
unit cell.

18.4 Fourier analysis on lattices
Here we summarise some other important properties of Fourier analysis on lattices. Let f
be a function with the same periodicity of a Bravais lattice: f(r + R) = f(r) for all lattice
vectors R. It follows that we can expand this function as a superposition of plane waves

f(r) =
∑
k∈RL

f̃(k)e−ik·r (18.4.1)

where the Fourier coefficients are given by

f̃(k) = 1
v

ˆ
U
eik·rf(r) dr (18.4.2)

as follows immediately from the orthonormality of eik·r in any unit cell U
ˆ
U
ei(k−q)·r dr = vδ(k − q) (18.4.3)

Similarly, for a function φ(k) that is periodic in momentum space then

ϕ̃(k) =
∑
r∈DL

ϕ(r)eir·k, ϕ(r) = v

(2π)3

ˆ
Ũ
e−ir·kϕ̃(k) dk (18.4.4)

where Ũ is a primitive unit cell in reciprocal space.
We may also need to consider functions that do not have the lattice periodicity, but never-
theless satisfy the Born-von Karman boundary condition

f(r +Niai) = f(r), ∀ primitive vectors ai, i = 1, 2, 3 (18.4.5)
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as often happens with finite crystals. This time the formulae read similarly

f(r) =
∑
k
fke

−ik·r, fk = 1
V

ˆ
eik·rf(r) dr (18.4.6)

only that k is discrete and takes the values

k =
3∑
i=1

mi

Ni
bi, mi ∈ Z (18.4.7)

and V is now the volume of the crystal.
We now prove (18.3.10). Consider

F (k) =
∑

R∈DL
eik·R (18.4.8)

Let’s write R 7→ R + R0 where R0 ∈ DL which should leave the sum unchanged so that

eik·R0F (k) = F (k) (18.4.9)

implying that F (k) vanishes unless k ∈ RL.
Let k = k1b1 + k2b2 + k3b3 and R = n1a1 + n2a2 + n3a3. Then∑

R∈DL
eik·R =

∑
n1,n2,n3

e2πik1n1e2πik2n2e2πik3n3 = f(k1)f(k2)f(k2) (18.4.10)

where we defined f(k) =
∑
n e

ikn. This sum ranges over Z, but let’s consider the finite
sum:

fN (k) =
N/2∑

n=−N/2
e2πikn = e2πik(N/2+1) − e2πikN/2

e2πik − 1 = sin[(N + 1)πk]
sin(πk) (18.4.11)

Then we find that

f(k) = lim
N→∞

fN (k) = lim
N→∞

sin[(N + 1)πk]
sin(πk) =

∑
n∈Z

δ(k − n) (18.4.12)

and therefore∑
R∈DL

eik·R =
∑

n1,n2,n3

δ(k1 − n1)δ(k2 − n2)δ(k3 − n3) (18.4.13)

=
∑

n1,n2,n3

δ

[
a1
2π
(2πk1
a1

−G1
)]
δ

[
a2
2π
(2πk2
a2

−G2
)]
δ

[
a3
2π
(2πk3
a3

−G3
)]
(18.4.14)
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where we let G = [n1, n2, n3]. Using the property δ(ax) = 1
|a|δ(x) we finally find that

∑
R∈DL

eik·R = (2π)3

v

∑
G∈RL

δ(k − G) (18.4.15)

Similarly one can show that ∑
G∈RL

eiG·r = v
∑

R∈DL
δ(r − R) (18.4.16)

We can formulate a very similar relation for a finite crystal lattice with N site satisfying
Born-von Karman conditions. This time we find that∑

R∈DL
eik·R = Nδk,0, k ∈ FBZ (18.4.17)

To see why, we transform R → R + R0 where R0 is another lattice vector. Since we have
Born-von Karman conditions the sum overall will not be changed, so we find that∑

R∈DL
eik·R = eik·R0

∑
R∈DL

eik·R (18.4.18)

The sum therefore vanishes unless k · R0 = 2πn for some n ∈ Z. This must hold for all
R0 ∈ DL, implying that kmust be a reciprocal lattice vector. Since it is also restricted to be
in the FBZ it follows that k = 0. If k is allowed to be outside the FBZ then we only require
k to be a reciprocal lattice vector. By similar arguments one can show that

∑
k∈FBZ

eik·R = NδR,0 (18.4.19)

18.5 Lattice planes and miller indices
A lattice plane is a plane containing at least three non-collinear lattice points. A family of
lattice planes is then a set of equidistant parallel lattice planes that contain all the points
of a lattice.
We now claim that the spacing between two neighbouring planes in a family of lattice
planes is

d = 2π
|Gmin|

(18.5.1)

where Gmin is the shortest reciprocal lattice vector normal to these planes. Moreover, the
different families of lattice planes are each orthonormal to a different reciprocal lattice
vector. Indeed for a given a vector G, G · x = c defines a set of points x forming a plane
orthogonal toG. The distance between the plane and the origin can be found by choosing
x to be parallel toG and taking the modulus of the dot product which yields |x||G| cos θ =
d|G| = c and thus

d = c

|G|
(18.5.2)
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We can now define a set of planes satisfying eiG·x = 1 and thus G · x = 2πm, m ∈ Z, with
eachm defining a different plane.

This time the spacing between the planes is

d = 2π
|G|

(18.5.3)

To see why, note that letting x′ lie on them-plane and x on the (m+ 1)-plane thenG · (x−
x′) = 2π and again choosing x − x′ to lie parallel to G then we obtain the desired result.
If we takeG to be a reciprocal lattice vector thenwe see thatRmust be direct lattice vectors.
Hence the family of planes generated by eiG·r = 1 will contain some lattice points and will
be perpendicular toG by definition. However, if wewant all points to be included, thenwe
need to choose the shortest possible reciprocal lattice vector Gmin parallel to G. Choosing
a multiple of Gmin would only include a fraction of the lattice points, as shown below

To label families of lattice planes, and their corresponding vector in reciprocal space, we
can define reference vectors biwhich need not be primitive and useMiller indices (h, k, l):

(h, k, l) = hb1 + kb2 + lb3 (18.5.4)
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These are analogous to the notation we use in real space [u, v, w]. It is essential to note that
if ai are not chosen to be primitive lattice vectors, then the corresponding reference vectors
bi vectors will not be reciprocal primitive lattice vectors 1, and consequently not all (h, k, l)
will be reciprocal lattice vectors. This is especially important for bcc and fcc lattices where
it is often easiest to use the conventional x, y, z axes instead of the reciprocal lattice vectors
as basis vectors to simplify calculations. The result is that not all Miller indices produce
reciprocal lattice vectors and correspondingly families of lattice planes.
A simple way to evaluate Miller indices of a lattice plane is to compute the intercepts
x1, x2, x3 with the axes (defined by the reference vectors) and use the following propor-
tionality

h : k : l = 1
x1

: 1
x2

: 1
x3

(18.5.5)

These can be easily understood by noting that G(hkl) · x = 2π defines the cartesian plane
hx1 +kx2 + lx3 = 2π fromwhich we find that the intercepts x1 = 2π

h , x2 = 2π
k and x3 = 2π

l .

18.6 Brillouin zone
Any primitive unit cell in reciprocal space is known as a Brillouin zone (BZ). The first
Brillouin zone, in particular, is the region of reciprocal space that is closer to the point at
G = 0 than to any other reciprocal lattice point. Analogously, the nth Brillouin zone is
the region of reciprocal space such that G = 0 is the nth closest reciprocal lattice point.
To obtain the nth Brillouin zone one can still use the Wigner-Seitz construction, but this
time applied to the second nearest neighbours. Since we can map every point in a given
Brillouin zone to the FBZ, the areas of the Brillouin zones must all be the same.
The boundary between two Brillouin zones is known as a Brillouin zone boundary. The
distance between two Brillouin zone boundaries is always a reciprocal lattice vector. Also,
just like in 1D, the number of momentum states in each Brillouin zone is equal to the num-
ber of unit cells.

1for example in 1D if we choose the direct lattice vector R = 2a then G = 2π
R

= π
a
is not the primitive

reciprocal lattice vector

− 126 −



19X-ray and Neutron scattering

19.1 Why scattering?
Scattering is how we see (literally) the world. It is also howwe knowwhat DNA, protons,
quarks looks like, and in solid state physics it can be used to examine the geometry of
crystal lattices. Understanding how scattering experiments can be used to study the will
be the goal of this chapter.

19.2 The Laue and Bragg conditions
Choosing the wavelength of the incoming wave to match the size of the scatterer is usually
advantageous, and since we are interested in atomic structures which have a size of ∼1Å,
the corresponding energy scale is

E = hc

λ
≈ 12.3keV (19.2.1)

which is characteristic of X-rays.

Laue condition

Consider an incoming electromagnetic wave with wave-vector k incident on a scatterer
whichwe canmodel as a potentialV (r). The result of elastic scatteringwill be a transmitted
wave k and a scattered wave k′. Fermi’s golden rule gives the scattering rate

Γ(k,k′) = 2π
~

| 〈k |V |k〉 |2δ(Ek′ − Ek) (19.2.2)

where we require Ek′ = Ek and |k| = |k′| for elastic scattering. The matrix elements are
given by 〈

k′ ∣∣V ∣∣k〉 = 1
V

ˆ
d3r ei(k−k′)·rV (r) = Ṽ (k − k′) (19.2.3)

where Ṽ (k) is the Fourier transform of V (r) and V is the volume of the sample. Assuming
the scatterer is a crystal lattice then we can model V (r) as a periodic potential V (r + R) =
V (r) for all R ∈ DL. Consequently using (18.3.12) we find that

Ṽ (k − k′) = (2π)3

v

∑
G∈RL

δ3(k − k′ − G)S(k − k′) (19.2.4)
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We can make two important observations from this, firstly that crystal momentum must
be conserved

Laue condition: there is no scattering unless k − k′ ∈ RL, so the wave-vector transfer
must be a reciprocal lattice vector G.

and secondly the intensity of scattering is proportional to |S(k − k′)|2.
This Laue condition can be understood alternatively using diffraction. As a starting point
we consider two lattice points that are separated by a lattice vector d. An X-ray with wave-
vector k is incident on these two lattice points (since the source is far away we can assume
the rays to be parallel) and gets elastically scattered to some wave-vector k′. For the two
scattered rays to interfere constructively we require the difference in path lengths they
travelled to be an integer multiple of λ.

Figure 19.1. Laue condition for constructive interference between two scatterers in a lattice.

From the figure above we see that the incident waves have a path difference of d · k̂while
the scattered waves have a path difference of −d · k̂

′. Thus the condition for constructive
interference is

d · (k̂
′
− k̂) = mλ =⇒ d · (k′ − k) = 2πm, m ∈ Z (19.2.5)

where we multiplied by 2π
λ and made use of the fact that |k| = |k′|. Now consider the

entire lattice, the condition for constructive interference turns into

R · (k′ − k) = 2πm, m ∈ Z for all lattice vectors R (19.2.6)

DefiningG = k′ −k then this is equivalent to eiR·G = 1 for all R ∈ RL which requiresG to
be a reciprocal lattice vector.

Bragg condition

Let us now consider an X-ray undergoing specular scattering (so that the incident and
scattered angles are the same) at an angle θ from two successive planes in a given family
of lattice planes.
Assuming the planes are separated by d then the condition for constructive interference is
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that the path difference, which is 2d sin θ, is an integer multiple of the X-ray wavelength.

nλ = 2d sin θ (19.2.7)

This is known as the Bragg condition.

Equivalence of Laue and Bragg conditions

The derivation of the Laue condition has the advantage of not explicitly choosing a specific
family of lattice places as well as not assuming that the X-rays will be specularly reflected.
Nevertheless it turns out that the Laue and Bragg conditions are equivalent due to the
one-to-one correspondence between lattice planes and reciprocal lattice vectors.
To prove this equivalence suppose that the wave-vectors k and k′ satisfy the Laue condi-
tion. Then we find that

G · k = k · k′ − k = −G · k′ (19.2.8)
implying that k and G make the same angle with G. If we look at the scattering process

so that the wave-vectors k,k′ lie in the page then we see that Laue scattering with mo-
mentum transfer G can be viewed as Bragg scattering against the family of lattice planes
perpendicular to G. Letting this angle be π − θ then

k̂ · Ĝ = − sin θ, k̂
′
· Ĝ = sin θ, k = 2π

λ
k̂ (19.2.9)

The Laue condition with these definitions becomes

k′ − k = G =⇒ 2π
λ

(k̂
′
− k̂) = G (19.2.10)
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and dotting with Ĝ then we get that
2π
|G|

· 2 sin θ = λ (19.2.11)

Finally, since G = nGmin for some n ∈ Zwe find that

nλ = 2d sin θ (19.2.12)

as desired. Thus the condition for constructive diffraction between lattice planes perpen-
dicular to G is equivalent to conserving crystal momentum with the momentum transfer
being equal to G. In other words, the Bragg scattering from a family of lattice planes per-
pendicular to K̂ is equivalent to the Laue scattering with momentum transfer G, and the
order n of the Bragg peak corresponds to ratio between |G| and |Gmin|.

The Ewald construction

A nice way to visually see if the Laue condition is satisfied (and thus the Bragg condition
as well) is via the Ewald construction. Consider the reciprocal lattice of a crystal and an
arbitrary wave-vector k as shown below. We draw a circle (or more generally a sphere) of
radius k centered at the tip of this wave-vector. Clearly, if there is at least one reciprocal
lattice point on the circle/sphere’s surface then the Laue conditionwill be satisfied. Indeed
the scattered wave-vector k lies on the sphere’s surface so that |k′| = k and moreover
k′ − k = G (since the vector joining any two lattice points is a lattice vector).

Figure 19.2. Ewald construction for a 2D lattice.

19.3 The scattering amplitude
Depending on what type of wave is being scattered the interaction potential V (r) will take
different forms. Generally it is a good approximation to write the scattering potential as a
sum of the potential for each individual atom:

V (r) =
∑

j∈atoms
Vj(r − rj) (19.3.1)
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where j runs over all atoms in the system. This ignores the effects that different atoms have
on each other. For example, neutrons interact through short range nuclear forces which
we approximate as Dirac combs centered at each atom

V (r) ∼
∑

n∈atoms
bnδ(r − rn) (19.3.2)

where bn is the nuclear scattering length, and rn is the position of the nth atom. Assuming
bn is given then

S(G) =
∑
n∈U

bne
iG·rn (19.3.3)

where n runs over the atoms in the unit cell U .
X-rays, on the other hand, scatter from electrons so instead of interacting through a delta-
function peaked at the nuclei, the interaction is mediated through the electron cloud with
density g(r − rn). Then the potential experienced by the X-ray wave when encountering
atom j is

Vj(r − rn) =
∑

n∈atoms
Zng(r − rn) (19.3.4)

and thus the structure factor is

S(G) =
∑
n∈U

eiG·rfn(G) (19.3.5)

where fn is the atomic form factor

fn(G) = Zn

ˆ
R3
d3r eiG·rgn(r) (19.3.6)

In general fn(G) can be taken as a decreasing function of the deflection angle. Indeed it
can be shown that the electron cloud has constant density within a sphere of radius r0 and
vanishes elsewhere then

fj(G) ∼ 3Zj
(sin(|G|r0) − |G|r0 cos(|G|r0)

|G|3r3
0

)
(19.3.7)

Note that in both neutron and X-ray scattering experiments, the structure factor has the
same form: a sum over the atoms in a unit cell of some form factor (constant for neutrons
and G-dependent for X-rays) weighed with eiG·r.

Example 1: simple cubic

Consider for example CsCl crystal which is simple cubic with a basis

Cs: [0, 0, 0], Cl: [1/2, 1/2, 1/2] (19.3.8)
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Then the structure factor for G = (hkl) is given by

S(G(hkl)) ≡ S(hkl) = fCs(hkl) + fCl(hkl)e
2πi(h+k+l)/2 (19.3.9)

= fCs(hkl) + fCl(hkl)(−1)h+k+l (19.3.10)

Example 2: BCC

Pure Cs on the other hand forms a BCC lattice, or alternatively a simple cubic lattice with

Cs: [0, 0, 0], Cs: [1/2, 1/2, 1/2] (19.3.11)

so that
S(hkl) = fCs(hkl)[1 + (−1)h+k+l] (19.3.12)

Note that the structure factor vanishes unless h + k + l = 2n for some n ∈ Z. This is a
selection rule on which Miller indices result in scattering. Note that a similar thing can
occur in the simple cubic lattice such as in the CsCl crystal if the structure factors of the
constituent atoms are very similar. This can happen if the atomic numbers of these atoms
are close, since to lowest order fhkl ∼ Z.

Example 3: FCC

Finally, let’s consider a Cu crystal which forms an FCC lattice, which is a simple cubic
lattice with basis

Cu: [0, 0, 0], [1/2, 1/2, 0], [1/2, 0, 1/2], [0, 1/2, 1/2] (19.3.13)

Therefore
S(hkl) = fCu(hkl)[1 + (−1)h+k + (−1)h+l + (−1)k+l] (19.3.14)

from which we find that h, k, l must be either all even or all odd for non-zero scattering.
To understand where the selection rules come from, recall that not all Miller indices for
FCC and BCC lattices represent a set of lattice planes. It turns out that only the wave-
vectors with Miller indices that correspond to lattice planes can give non-zero structure
factors. Indeed we note that for any atom n in a unit cell then rn = Rn + Xn, where Rn is
the vector to the reference lattice point in the cell and Xn is the position of the atom in the
basis. Therefore

S(G) =
∑
R∈U

∑
X∈basis

fXe
iG·(R+X) =

( ∑
R∈U

eiG·R
)( ∑

X∈basis
fXe

iG·X
)

(19.3.15)

which we can write as
S = Slattice × Sbasis (19.3.16)

We see that the structure factor vanishes when either the lattice selection rules or the basis
selection rules are not satisfied. The lattice selection rules just give the Laue condition for
scaterring, while
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19.4 Debye-Scherrer powder diffraction
We now consider how one can experimen-
tally determine the crystal structure of a
given material. We set up our wave-source
which will scatter X-rays against a sample,
and set up a detector at a specific solid an-
gle which will measure the light-intensity
incident upon it. If one uses a single crys-
tal it is unlikely that for a random orienta-
tion of the set-up the crystal will scatter the
X-ray towards the detector. Thus there are
two options as to how the experiment can
be done: one could either rotate the sample
with a fixed wave-source or fix the sample
and vary the wavelength. Both of these methods are very difficult to achieve and they
require virtually perfect crystals. In reality most materials which we consider crystalline
are actually poly-crystalline: they contain several domains of crystals oriented in differ-
ent directions. Although this makes them less pretty visually, for an experimentalist this
is good news because one should expect that at some point in the sample there will be
a region where the crystal planes are oriented perfectly to achieve detectable scattering.
By rotating the sample about the source axis one effectively obtains the scattering pattern
from rotating the crystal sample (in a given orientation) around all possible axes.

Figure 19.3. The Ewald construction for the Debye-Scherrer powder diffraction. A sphere centered
at the origin with radius K is formed from the rotation of the polycrystalline sample, and points
lying on the interesction between this sphere and the Ewald sphere are suitable scattered wave-
vectors k′.

This method is best understood by looking at the Ewald construction. Let’s take an inci-
dent wave-vector k and a reciprocal lattice vectorG (which will later become the momen-
tum transfer). We draw the Ewald sphere associated to k so that any vector joining the
tip of k to a reciprocal lattice point on the Ewald sphere will satisfy the Laue condition.
However, since we are effectively rotating the crystal about all axes through some origin
O, it could be that some reciprocal lattice point lying outside the Ewald sphere will, at
some point in its rotation, be on the Ewald sphere 1. Therefore we should be looking at the

1remember the source is fixed so k and the Ewald sphere will remain fixed throughout this rotation
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sphere with radius K centered at O (which gives all the positions of the lattice point at K
throughout the sample rotation) and its intersection with the Ewald sphere. An intersec-
tion always occurs as long asK < 2k.
Points lying on this intersection (which in most cases is given by two circles) will at some
instant lie on the Ewald sphere and thus be suitable scattered wave-vectors. Consequently
any wave-vector k′ joining the tip of k and any point on the two circular intersections will
be a wave-vector satisfying the Laue condition. A Debye-Scherrer cone of scattered X-
ray waves is obtained, with any wave-vector joining the tip of the k with any point on
this cone’s circles representing a possible scattering direction. We will then get different
diffraction peaks at different deflection angles 2θ, with 2θ = 0 indicating no scattering and
2θ = π indicating perfect back-scattering.

Figure 19.4. The Debye-Scherrer scattering experiment set-up

This method is known as the Debye-Sherrer powder diffraction method:
(i) Determine the wavelength of the X-ray
(ii) Obtain the scattering peaks as a function of 2θ, as outlined above.
(iii) Obtain the lattice plane spacing for each peak using 2d sin θ = λ.
(iv) Assuming the crystal lattice is cubic, the lattice constant (conventional cubic unit

cell’s length) a is given by

a2

d2 = h2 + k2 + l2 ≡ N (19.4.1)

Since amust be fixed, we are interested in integer sequences of a2

d2 corresponding to
integer values of N . We can find these by looking at the normalised ratios d2

1
d2

n
where

dm is the lattice spacing obtained from themth peak. It is clear that

d2
1
d1

1
= 1, d

2
1
d2

2
= N2
N1

,
d2

1
d2

2
= N3
N1

, ... (19.4.2)
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so by multiplying the sequence of
{
d2

1
d2

n

}
by an integer (N1) then one obtains the se-

quence of values of N .
(vi) Look for selection rules of different values of N and determine the lattice constant

a = dN .
In ?? we construct a table of selection rules that is often useful. The meaning of each col-
umn will become apparent in a second (recall that {hkl} represents a family of equivalent
Miller indices e.g. {100} = {(100), (010), (001)}).

We see that SC can have any N value that can be written as the sum of three squares
(importantly 7, 15 and 23 are not included). BCC on the other hand only has even values
of N (not all), and FCC has more difficult patterns.

Example 1: aluminium lattice

Let’s consider the aluminium lattice which has the following scattering peaks: We label

Figure 19.5. X-ray scattering amplitude of aluminium as a function of the deflection angle 2θ.
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the peaks as a,b,c,...,h and their corresponding deflection angle 2θ. From these and the
X-ray source wavelength λ one can calculate d = λ/(2 sin θ) for each peak. We then set
da to be the lattice spacing calculated from the first peak and compute d2

a/d
2. The pattern

isn’t quite obvious yet but multiplying by three shows that only certain integer values are
allowed, which of course correspond to N .

2θ (deg) d (nm) d2
0/d

2
i N a (nm) {hkl} BCC FCC

38.42 0.234 1.000 3.000 0.405 {111} 2 3
44.67 0.203 1.334 4.002 0.405 {200} 4 4
65.02 0.143 2.668 8.004 0.405 {220} 6 8
78.13 0.122 3.668 11.005 0.405 {311} 8 11
82.33 0.117 4.002 12.006 0.405 {222} 10 12
98.93 0.101 5.335 16.006 0.405 {400} 12 16
111.83 0.093 6.336 19.007 0.405 {331} 14 19
116.36 0.091 6.669 20.007 0.405 {420} 16 20

We see thatN = 3, 4, 8, 11... produce the peaks, which corresponds to the sequence for an
FCC lattice with h, k, l alll even or all odd! Knowing that the lattice is FCC one can then
calculate the conventional unit cell size as a = dN ≈ (4.0540 ± 0.0002). In some cases the
intensity of scattering I(hkl) may also be a useful probe. There are three main factors that
determine |S(hkl)|2:
(i) the structure factor S(hkl) determines the phase difference and thus the interference

between all the atoms in a primitive unit cell. Indeed if eiG·(d−r1−r2) gives the differ-
ence in amplitude between the waves scattered at r1 and r2 then the amplitudes of
the waves scattered at r1, r2, ..., rn will be in proportions eiG·r1 , eiG·r2 , ..., eiG·rn . The
ray scattered from the entire primitive cell will then have an amplitude given by
S(hkl), and it follows that I(hkl) ∝ |S(hkl)|2.

(ii) themultiplicityM(hkl) of {hkl} determines howmany distinct Miller indices give the
same scattering angle. It follows that I(hkl) ∝ M(hkl).

(iii) the geometric Lorentz factor (dependent on experimental set-up)which can be taken
to be constant for intermediate values of θ where most Bragg peaks occur.

To summarise, we have found that

I(hkl) ∝ M(hkl) · |S(hkl)|2 (19.4.3)

Example 2: iron

For example, consider the following (bad) scattering data for pure Fe:
This data is quite bad because the peaks are fairly broad and there are not enough of them
for an complete comparison between lattice types to be made. Indeed we can go through
the typical procedure and find that the allowed values ofM are 1, 2, 3 in the simple cubic
case or 2, 4, 6 in the BCC case. So how do we tell them apart? From the plot we see that
the peaks can be ranked in order of height as a, c and b. The form factor is a decreasing
function of the deflection angle so the only way c can be taller than b is ifM c > M b. In the
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simple cubic caseM(110) = 12 andM(111) = 8 which does not fit the intensity patterns. On
the other hand, for a BCC latticeM(200) = 6 whileM(211) = 24, as expected.

Example 3: Titanium carbide

As a final example, let’s look at a neutron scattering experiment where the form factor is
now just a constant. Here is the data for TiC.

We can perform the typical analysis and it is easy to see that TiC forms an FCC lattice. Now
let’s try to understand the basis of TiC, where are the titanium and carbon atoms located?
We can define Ti to be at [0, 0, 0], and let C be at [u, v, w] where u, v, w are unknowns to be
computed. The basis structure factor is given by

Sbasis =
∑

atoms∈U
eiG·rnbn =⇒ |Sbasis|2 = |bTi + bCe2πi(hkl)·[uvw]|2 (19.4.4)

We can make use of the fact that virtually all FCC lattices with a two-atom basis fall under
one of the following categories

ZnS basis: [u, v, w] = [1/4, 1/4, 1/4] (19.4.5)
NaCl basis: [u, v, w] = [1/2, 1/2, 1/2] (19.4.6)
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With the ZnS basis we find that

|Sbasis|2 = |bTi + bC(i)h+k+l|2 (19.4.7)

from which it follows that

h+ k + l = 4n =⇒ |Sbasis|2 = |bTi + bC|2 (19.4.8)
h+ k + l = 4n+ 2 =⇒ |Sbasis|2 = |bTi − bC|2 (19.4.9)
h+ k + l = 2n+ 1 =⇒ b2

Ti + b2
C (19.4.10)

The largest peaks therefore occur when h + k + l is even, which certainly does not fit the
data where the peaks occur with odd h + k + l. Let’s check that with the NaCl basis we
get the desired behaviour. We find that

|Sbasis|2 = |bTi + bC(−1)h+k+l|2 (19.4.11)

from which it follows that

h+ k + l = 2n =⇒ |Sbasis|2 = |bTi + bC|2 (19.4.12)
h+ k + l = 2n+ 1 =⇒ |Sbasis|2 = |bTi − bC|2 (19.4.13)

Since the main peaks occur at odd, we find that bTi and bC must have opposite signs. In
conclusion, TiC forms an FCC lattice with basis

Ti = [0, 0, 0], C = [1/2, 1/2, 1/2] (19.4.14)
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20Electrons in periodic potentials

20.1 Bloch’s theorem
Consider the following Hamiltonian for electrons moving in a periodic potential V (r)

H = p2

2m + V (r), V (r + R) = V (r) (20.1.1)

Here V (r) could represent the electron-ion lattice interaction, with R being the lattice vec-
tor. Bloch’s theorem states that the eigenstates of H can be written as

ψn,k(r) = eik·rφn,k(r) where φn,k(r + R) = φn,k(r) (20.1.2)

Proof 1: group theory derivation

This follows immediately from the fact that theHamiltonian has discrete translational sym-
metry. Let us define the translation operator

TR = eip·R/~ =⇒ TRf(r) = f(r + R) (20.1.3)

We see that given any reciprocal vectors Ri,Rj then

[TR1 , TR2 ] = 0 (20.1.4)

and due to the translational invariance of the lattice potential we can also write that

[H,TR] = 0 (20.1.5)

Since the translation operator for all lattice vectors and the Hamiltonian commute with
each other, we can write down the energy eigenstates as translation operator eigenstates.
Since the translation operator is unitary, we can assume that the translation operator eigen-
values are complex phases of the form eik·R so that

Hψn,k(r) = En,kψn,k(r), TRψn,k(r) = eik·Rψn,k(r) (20.1.6)

Writing ψn,k(r) = eik·rφn,k(r) then we must require

TRψn,k(r) = ψn,k(r + R) = eik·(r+R)φn,k(r + R) = eik·Rψn,k(r) (20.1.7)
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This condition also implies that φn,k(r + R) = φn,k(r), thus proving Bloch’s theorem.
There are two important implications of Bloch’s theorem. First, the excitations of a periodic
potential are fully described in one BZ (usually the FBZ since it is simplest). Secondly, a
Hamiltonianwith periodic potential conserves crystal momentum, and as such an electron
with momentum k will always remain in that momentum state, it does not get scattered.
This solves our mystery of why electrons had such long scattering lengths (hundreds of
times larger than the atomic spacing), their wave-functions are well-described by a modu-
lated plane wave which virtually doesn’t get scattered, although impurities of course ruin
this picture.

Born-Von Karman boundary conditions

Following the first proof it still remains to be shown what the k vectors are allowed to be.
This depends on the boundary conditions of the lattice, themost important being theBorn-
Von Karman boundary conditions. We which imposes periodicity of the wave-function

ψ(r +Niai) = ψ(r), ∀ai lattice vectors (20.1.8)

where N =
∏
iNi is the number of unit cells in the crystal. This periodicity of the wave-

function can be imposed by taking the crystal lattice to lie in a finite box with periodic
boundary conditions. Using Bloch’s theorem we see that

ψ(r +Niai) = eiNik·aiψ(r) = ψ(r) =⇒ k · ai = 2πmi

Ni
, mi ∈ Z, ∀i (20.1.9)

Letting bi be the reciprocal lattice vectors, then let’s write

k =
∑
i

kibi =⇒ ki = mi

Ni
, mi ∈ Z, ∀i (20.1.10)

Finally, we have found that the allowed k-vectors are given by

k =
∑
i

mi

Ni
bi (20.1.11)

In 3D, the volume of in momentum space afforded to each k is given by the volume of the
parallelepiped whose edges are bi

Ni

vol(δk) = b1 · (b2 × b3)
N

(20.1.12)

Since the volume of the primitive lattice cell in momentum space is

b1 · (b2 × b3) = (2π)3

v
N (20.1.13)

it follows that
vol(δk) = (2π)3

v
(20.1.14)
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This is equal to the volume of the primitive lattice cell divided byN . Therefore the number
of allowed wave-vectors k in the FBZ (or any primitive lattice cell) is given by the number
of total unit cells.

Proof 2: momentum space derivation

Since the potential is periodic it can be expressed as a Fourier series

V (r) =
∑
q∈RL

eiq·rVq (20.1.15)

We impose Born-VonKarman conditions so that in themomentumbasis thewave-function
may be expanded as a superposition of plane waves

ψ(r) =
∑
q∈RL

cqe
iq·r (20.1.16)

Schroedinger’s equation then reads
∑

q,K∈RL

(~2q2

2m + VKe
iK·r − E

)
cqe

iq·r = 0 (20.1.17)

=⇒
∑

q′∈RL

[(~2q′2

2m − E

)
cq′ +

∑
K∈RL

VKcq′−K

]
eiq

′·r = 0 (20.1.18)

where in the second line we introduced a change of variables q′ = q + K. Multiplying by
e−iq·r and integrating over real space we then obtain that(~2q2

2m − E

)
cq +

∑
K∈RL

VKcq−K = 0 (20.1.19)

Note that each of the N wave-vectors q in the FBZ will produce an equation coupling cq
to its representatives cq+K, ∀K ∈ RL in the other BZs. The end result is that we obtain
N distinct equations, and generally there will be more than one solution. Therefore each
eigenstate can be labelled by k ∈ FBZ and n, the band number identifying which solution
{cnk} is used:

ψn,k(r) =
∑

G∈RL
cnk+Ge

i(k+G)·r = eik·rφn,k(r), φn,k(r) =
∑

G∈RL
cnk+Ge

iG·r (20.1.20)

Finally, note that
φn,k(r + R) =

∑
G∈RL

cnk+Ge
iG·reiG·R = φn,k(r) (20.1.21)

as desired. Also
φn,k+q = φn,k, ∀q ∈ RL (20.1.22)
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20.2 General remarks on periodic potentials
Before looking in depth at the behaviour of electrons in periodic potentials, let’s look at
general features of the problem. We have already proven a fundamental result, namely
that the eigenstates can be written as

ψn,k(r) = eik·run,k(r), un,k(r + R) = un,k(r), ∀R ∈ DL (20.2.1)

Although it may be very intuitive and almost obvious, k and p are separate things. The
crystal momentum k gives us the of the discrete translational symmetry of the Hamilto-
nian, while p is related to a continuous translational symmetry of the Hamiltonian which
is not in general present.
Note also that k can vary continuously, so we should expect to find a continuous spectrum
of energy levels that can be labelled by the crystal momentum number k and the band
number n. We refer to the energy levels for a specific band number as energy bands. We
can find the wave-function by substituting the Bloch ansatz into the Schrodinger equation

− ~2

2m∇2(eik·run,k(r)) + V (r)eik·run,k(r) = Eeik·run,k(r) (20.2.2)

=⇒
[

− ~2

2m(∇ + ik)2 + V (r)
]

︸ ︷︷ ︸
Hk

un,k(r) = Eun,k(r) (20.2.3)

Defining Hk = − ~2

2m(∇ + ik)2 + V (r) then this boils down to Hkun,k(r) = Eun,k(r).
Asmentioned previously, Bloch’s theorem solves themystery of the abnormally large scat-
tering length measured for electrons in solids. Indeed consider expanding the energy of a
band around k:

E(k + q) = E(k) + q · ∇kE + o(q2) (20.2.4)
Note however that E(k + q) is an eigenvalue of

Hk+q = − ~2

2m(∇ + ik + iq)2 + V (r) = Hk − i~2

m
q · (∇ + ik) + ~2q2

2m (20.2.5)

Since q � k we can treat the last two terms as a perturbation so that

V = i~2

m
q · (∇ + ik) + ~2q2

2m , Hk+q = Hk + V (20.2.6)

Then the terms in (20.2.4) can just be computed as perturbative corrections to the energy
E(k). If we are interested in the first energy correction only and keep only the terms linear
in q then we find

E1(k) = 〈n,k|V |n,k〉 = − i~2

m

ˆ
d3r u∗

n,k(r)[q · (∇ + ik)]un,k(r) (20.2.7)
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so that

∇kE = − i~2

m

ˆ
d3r u∗

n,k(∇ + ik)un,k(r) = − i~2

m

ˆ
d3r ψ∗

n,k∇ψn,k (20.2.8)

Letting v = 1
mp = − i~

m∇ be the velocity operator then

〈vn,k〉 = 1
~

∇En(k) (20.2.9)

Thus, the mean velocity of an electron in a periodic potential is given by the gradient of
the energy in momentum space with no degradation despite interactions with the lattice.
Finally, let’s look at the density of states for Bloch electrons. We have that gn(E) dE is the
number of states in the nth bandwithin an energy interval [E,E+dE], whichwe canwrite
as an integral over momentum as

gn(E) dE = 2V
ˆ
d3k
4π3 ×

{
1, E ≤ En(k) ≤ E + dE

0, otherwise (20.2.10)

where the 2 comes from spin degeneracy. We can write this volume integral as a surface
integral. Consider the energy surfaces Sn(E) and Sn(E+dE) found by solvingEn(k) = E
and En(k) = E + dE. Let δk(k) be he perpendicular distance between the two surfaces at
k. Then

gn(E) dE = V

ˆ
dS

4π3 δk(k) (20.2.11)

Note that dE = |∇E(k)|δk(k) so we finally find that

gn(E) dE = V

ˆ
dS

4π3
1

|∇E(k)| (20.2.12)

The total density of states is then the sum of the density of states for each band

g(E) = V
∑
n

ˆ
Sn(E)

dS

4π3
1

|∇En(k)| (20.2.13)

Note that if ∇En(k) = 0 then the integrand diverges yielding a van Hove singularity. In
3D these can typically be integrated over, but they do result in discontinuous slopes of gn.
The figure below shows how these singularities occur where the energy bands get flat.

20.3 The Kronig-Penney model
We begin by looking at some general properties of electrons in periodic 1D potentials.
Consider a lattice of ions sitting at theminima of a periodic potentialU =

∑∞
n=−∞ v(x−na)

which are taken to be zero. We also assume that v(x) is an even function for simplicity. The
potential U therefore corresponds to a superposition of single-ion potentials centered at
na for n ∈ Zwhich vanish if |x| ≥ (n+1/2)a. This is known as theKronig-Penney model.
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To evaluate the resulting energy spectrum we need to solve the Schrodinger equation

− ~2

2m∇2φ+
∞∑

n=−∞
v(x− na)φ = Eφ (20.3.1)

This is greatly facilitated by the Bloch’s theorem, which requires

ψ(x+ a) = eikaψ(x) =⇒ ψ′(x+ a) = eikaψ′(x) (20.3.2)

Now consider the single-ion Schrodinger equation

− ~2

2m∇2φ+ v(x)φ = Eφ (20.3.3)

This is simply a scattering problem so we can take a plane wave incoming from the left,
φI = eikx in x < a/2, which scatters into v(x) producing a reflected wave φR = re−ikx in
x < a/2 and a transmitted wave φT = teikx in x > a/2. We therefore try the ansatz

φL =
{
eiKx + r−iKx, x < −a/2
teiKx, x > a/2

, E = ~2K2

2m (20.3.4)

By inversion symmetry, we can consider the reverse situation of a plane wave incoming
from the right and find

φR =
{
teiKx, x < −a/2
e−iKx + riKx, x > a/2

, E = ~2K2

2m (20.3.5)

Note that these are two independent solutions of the Schrodinger equation with energy
E = ~2K2

2m , as can be easily proved by evaluating the WronskianW (φL, φR). Therefore the
general solution to the TISE can be expressed as a linear superposition of φL and φR

φ(x) = AφL(x) +BφR(x) (20.3.6)
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But this is the solution to the single-ion Schrodinger equation, how do we relate it to the
general problem of a periodic potential? Note that (20.3.1) and (20.3.3) are the same in
the region |x| ≤ a/2, so by the uniqueness theorem (20.3.6) must be the restriction of ψ(x)
to the neighborhood of the ion at the origin:

ψ(x) = AφL(x) +BφR(x), |x| ≤ a

2 (20.3.7)

We can then use Bloch’s theorem to find the wave-function in the other ion’s neighbor-
hoods, so that in general

ψ(x+ na) = eikna[AφL(x) +BφR(x)], |x| ≤ a

2 (20.3.8)

Now it remains to find what values of K are allowed. In general we should expect the
presence of band gaps, values ofE where there are no solutions to the TISE. To understand
why, consider the free electron model. Here we expect to get Without a potential both
solutions are degenerate with each other, but as we turn on the potential V (x) = V (x+a),
one of these will have its peaks aligned with the maxima of V , while the other will have
its maxima aligned where V vanishes. This difference leads to a separation in energy and
a gap opening.
In our case, we can impose the Bloch conditions on (20.3.7). We find that ψ(x + a) =
eikaψ(x) requires

A[teiKa/2 − eika(e−iKa/2 + reiKa/2)] = B[teikaeiKa/2 − e−iKa/2 − reiKa/2] (20.3.9)

and ψ′(x+ a) = eikaψ′(x) requires

A[teiKa − eika(e−iKa/2 − reiKa/2)] = B[−teiKa/2eika + e−iKa/2 − reiKa/2] (20.3.10)

Taking the sum of these two we get

A(teiKa/2 − eikae−iKa/2) = −2rBeiKa/2 (20.3.11)

while their difference yields

AreiKa/2 = −2Be−ika(teiKa/2eika − e−iKa/2) (20.3.12)

Substituting the latter into the first and simplifying we find that

cos ka = t2 − r2

2t eiKa + 1
2te

−iKa (20.3.13)

We are still not done since t and r are not independent. Indeed note that given two solu-
tions to Schrodinger’s equation, then

W ′(φ1, φ2) = φ′′
1(x)φ2(x) − φ1(x)φ′′

2(x) = 2m(U − E)
~2 φ1φ2 − 2m(U − E)

~2 φ2φ1 = 0
(20.3.14)
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The Wronskian for the solutions φL and φ∗
L is

W (φL, φ∗
L) =

{
2iK|t|2, x ≤ −a/2
2iK(1 − |r|2), x ≥ a/2

(20.3.15)

SinceW cannot have any x-dependence we require

|r|2 + |t|2 = 1 (20.3.16)

as expected from probability conservation. Similarly evaluating theWronskian for φL and
φ∗
R we find

W (φL, φ∗
R) =

{
−2iKt∗r, x ≤ −a/2
2iKtr∗, x ≥ a/2

=⇒ t = |t|ei∆, r = ±i|r|ei∆ (20.3.17)

Substituting these conditions into (20.3.13) we find

cos ka = cos(Ka+ ∆)
|t|

(20.3.18)

This fully solves the problem, given the form of v(x) one can find the values of |t| and
∆ by imposing necessary boundary conditions, and then one can find for which energies
E = ~2K

2m we get a solution and the corresponding crystal momentum k. It is important to
note that −1 < cos ka < 1 so that a solution will only exist for those values ofK where

−|t| < cos(Ka+ ∆) < |t| (20.3.19)

An example is plotted below

For very small values of |t| (very strong potential) there will be very narrow regions of
allowedK. On the other hand for very large values of |t| (very weak potential) there will
be very narrow regions of forbiddenK, which are band gaps. These occur near the peaks
of cos(Ka+ ∆) which are larger than |t|, but since |t| ≈ 1 these regions will be narrow.
Indeed the width of these band gaps can be found by setting |r|/|t| � 1, ∆ ≈ 0, and
finding the distance between the solutions to cos(Ka) = |t| =⇒ cos2(Ka) = |t|2. Thus we
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taylor expand cos2(Ka) about nπ to get

1 − (Ka− nπ)2 = |t|2 =⇒ ~2K2

2m = ~2

2ma2 (±|r| + nπ)2 (20.3.20)

The distance between these two solutions is the band gap centered at nπ

∆Egap ≈ 2nπ ~2

ma2 |r| (20.3.21)

which is indeed very small.
For a more concrete example, consider the case where v(x) = v0δ(x). Here we get a Dirac
comb of potentials centered at the ions. Focusing on the region |x| < a/2, we obtain a
boundary condition by integrating the TISE:

ψ′(0+) − ψ′(0−) = −2mv0
~2 ψL(0) (20.3.22)

We must also require that ψ(x) be continuous so that

ψ(0+) = ψ(0−) (20.3.23)

The Hamiltonian for x 6= 0 is just a free-particle Hamiltonian so we can use the plane-wave
ansatz

ψ(x) =
{
eiKx + r−iKx, x < 0
teiKx, x > 0

, E = ~2K2

2m (20.3.24)

We then find that
1 + r = t, and iK(1 − r) = iKt− 2mv0

~2 t (20.3.25)

and after a bit of algebra this yields

r = − 1
1 − i~

2K
mv0

, t =
i~

2K
mv0

1 − i~
2K
mv0

(20.3.26)

Letting t = |t|ei∆ and r = ±i|r|ei∆ then we see that

t

r
= −i~

2K

mv0
= ±i |t|

|r|
= ±i~

2K

mv0
(20.3.27)

so we should take r = −i|r|ei∆. We then see that

t+ 1 + r =⇒ |t|2e2i∆ = 1 − |r|2e2i∆ − 2i|r|ei∆ =⇒ |r| = − sin ∆, |t| = cos ∆ (20.3.28)

So cot ∆ = −~2K
mv0

and

cos ∆ cos(ka) = cos(Ka+ ∆) =⇒ cos(ka) = cos(Ka) + mv0
~2K

sin(Ka) (20.3.29)
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20.4 Nearly-free electron model: electrons in weak periodic
potentials

We consider a free-electron system H0 = p2

2m with and treat the ion-lattice potential as a
weak periodic perturbation V (r) = V (r + R). The eigenstates of H0 are Bloch states |k〉
such that

H0 |k〉 = ~2k2

2m |k〉 = ε0
k |k〉 (20.4.1)

To first order in perturbation theory we find that

εk = ε0
k + 〈k |V |k〉︸ ︷︷ ︸

V0

(20.4.2)

which is just a constant offset V0. Second order perturbation theory is more interesting

εk = ε0
k + V0 +

∑
k′ 6=k

|
〈
k′ ∣∣V ∣∣k〉 |2

ε0
k − ε0

k′
(20.4.3)

However, Laue’s condition requires 〈k′ ∣∣V ∣∣k〉 = δk−k′,G. Therefore the second order cor-
rection is

ε2
k =

∑
(G6=0)∈RL

| 〈k + G |V |k〉 |2

ε0
k − ε0

k+G
(20.4.4)

This is quite problematic because the denominator blows up due to degeneracies:

|k| = |k + G| (20.4.5)

These denegeracies occur on the Brillouin zone boundaries, as shown below for the simple
1D case where G = −2nπ

a :

To account for this degeneracy one must use degenerate perturbation theory and diago-
nalise the Hamiltonian in the degenerate subspace. Letting

|ψ〉 = φk |k〉 + φk+G |k + G〉 (20.4.6)
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then the Hamiltonian matrix elements in the degenerate subspace are

〈k |H |k〉 = ε0k + V0 (20.4.7)
〈k |H |k + G〉 = ε0k + V ∗

G (20.4.8)
〈k + G |H |k〉 = ε0k + VG (20.4.9)
〈k + G |H |k + G〉 = ε0k+G + V0 (20.4.10)

Here we defined the Fourier coefficients

Vq = 1
L3

ˆ
dr3V (r)e−iq·r (20.4.11)

Simple case: k on the BZ boundary

Suppose that k sits exactly on a BZ boundary. Then in the 1D case we have thatG = −2nπ
a

and thus the degenerate space Hamiltonian takes the form

Hdeg =
(
ε0k + V0 V ∗

G
VG ε0k + V0

)
(20.4.12)

This can be easily diagonalised to yield the energies to first order in degenerate perturba-
tion theory

ε±k = ε0k + V0 ± |VG| (20.4.13)
This perturbation opens a gap ∆ = 2|VG| near the Brillouin zone boundary, while in the
rest of the Brillouin zone the dispersion relation will look roughly parabolic (as predicted
by the free-electron model).
We can understand the opening of this gapmore qualitatively by looking at the eigenstates
of Hdeg:

ψ±
k (x) = 1√

2L
(eikx ± ei(k+G)x) (20.4.14)

and so the probability density is

|ψ±
k (x)|2 = 1

L
[1 ± cos(Gx)] (20.4.15)

We see that the the probability density of the plus state has maxima concentrated near the
maxima of |VG| cos(Gx), while the minus state. Therefore the electron in the plus state
is more likely to be in the high-potential regions of the lattice while the electron in the
minus state is likely to be in the low-potential regions. All other sinusoids in the Fourier
expansion of V do not contribute as they are out of phase with the probability amplitudes
which have wave-number G. The result is that a gap of 2|VG| will open up.
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General case: k close the BZ boundary

Suppose that k is a distance δk from the BZ boundary so that k = nπ
a + δk for some n ∈ Z.

The degenerate subspace Hamiltonian now reads

Hdeg =
(
ε0k V ∗

G
VG ε0k+G

)
, G = −2nπ

a
(20.4.16)

where we absorbed V0 into ε0k (this is equivalent to shifting the potential so that its zero-
wavenumber mode, the value it oscillates about, is zero). The energy levels are found by
solving the secular equation

(ε0k − εk)(ε0k+G − εk) = |VG|2 (20.4.17)

We get

εk = 1
2

[
ε0k + ε0k+G + 2V0 ±

√
(ε0k − ε0k)2 + 4|VG|2

]
(20.4.18)

Substituting
ε0k = ~2

2m(K + δk)2, ε0k+G = ~2

2m(−K + δk)2 (20.4.19)

we get that

εk = ~2

2m(K2 + δk2) ± |VG|
√

1 +
( ~2

m2
Kδk

|VG|

)
(20.4.20)

≈ ~2

2m(K2 + δk2) ± |VG|
(

1 + ~2

2m2
K2δk2

|VG|2
(20.4.21)

The Taylor expansion is valid whenKδk � |VG|, so for large values of nwe will need k to
be closer and closer to the BZ boundary. If this assumption is satisfied then

ε±k = ~2n2π2

2ma2 ± |VG| + ~2δk2

2m

(
1 ± ~2n2π2

ma

1
|VG|

)
, G = −2nπ

a
(20.4.22)
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The band structure is shown below

Figure 20.1. The band structure in the nearly free electron model looks parabolic due to small
contributions from perturbation theory. On the other hand, near the BZ boundaries a band gap
opens due to hybridisation of plane wave forming ungerade and gerade orbitals.

Letting ε then the electron effective mass is

meff = m∣∣∣1 ± ~2n2π2

ma|VG|

∣∣∣ (20.4.23)

Example: silicon carbide

We show below the Brillouin zone of an FCC lattice, which is equivalent to the Wigner-
Seitz cell of a BCC lattice. Then

Figure 20.2. Brillouin zone of an FCC lattice

Lets look a the dispersion of pure siliconwhich forms an FCC latticewith basis (zincblende
structure)

Si at [0, 0, 0] and
[1
4 ,

1
4 ,

1
4
]

(20.4.24)

and silicon carbide which also forms an FCC lattice with basis

Si at [0, 0, 0] and C at
[1
4 ,

1
4 ,

1
4
]

(20.4.25)
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which are shown below Interestingly the dispersion relations look very similar for both

Figure 20.3. The dispersion relation of Silicon carbide (left) and pure Silicon (right).

materials, especially considering the first four bands. Indeed we can see that near the
origin Γ the dispersion looks parabolic for both materials. However SiC exhibits a gap
opening at X as predicted by our nearly-free electron model, while silicon does not.
The reciprocal lattice vector connecting X on one side of the BZ to X on the other side (that
is, -X) is (200). We see that

S(200) = SFCC · fSi(1 + eiπ) = 0 (20.4.26)

This means that X does not get scattered to -X implying that the gap will close.

20.5 The tight-binding model: electrons in periodic potentials
The largest short-coming of the nearly free electron approximation is that it takes the elec-
trons in a solid to be weakly bound to the ion lattice. We need a complementary method
that treats strong potentials V (r), the tight-binding model.
Suppose we start off with a single electron in a single-atomic potential Va due to an ion at
the origin. The Hamiltonian then takes the form

Ha = p2

2m + Va(r) (20.5.1)

This will form a discrete spectrum of bound states with energy εn. As we slowly turn on
the potential ∆V due to the rest of the lattice, the states with large binding energies at the
bottomof the spectrumwill remain bound. However, the valence electrons states at the top
of the spectrum are less tightly bound to their respective atoms, and hence their tails can
overlap with the wavefunctions on neighbouring sites. This overlap leads to hybridisation
of the wavefunctions and a delocalisation of the valence electrons.
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LCAO method

The goal in this subsection will be to compute the energy spectrum of electrons in a peri-
odic lattice using the LCAO method. As a quick summary, in this method one defines a
basis of states |n〉 and writes

|ψ〉 =
∑
n

cn |n〉 (20.5.2)

The energy is then given by solving the secular Schrodinger equation∑
n

〈n|H|m〉φm = Eφn (20.5.3)

To find the required basis, we begin by considering the atomic Hamiltonian for a single
electron

Ha(R) = p2

2m − Va(r − R) (20.5.4)

where Va is the potential due to the atom at R. Suppose we have found the spectrum εn
and the corresponding wave-functions φn(r) for this Hamiltonian

Ha(R)φn(r − R) = εnφn(r − R) (20.5.5)

We can write the Bloch states (which will be the basis for our LCAO expansion) as

ψn,k(r) = 1√
N

∑
R
eik·Rφn(r − R) (20.5.6)

which satisfy the Bloch condition

ψn,k(r + R0) = eik·R0 1√
N

∑
R
eik·(R−R0)φn(r − R + R0) = e−ik·R0ψn,k(r) (20.5.7)

It is easy to get confused with the indices here: n is not a band index, it is the list of quan-
tum numbers specifying the single-atom wave-functions φn(r). Once we solve the secular
equation arising from the LCAO method we will find several solutions which can then be
labelled by a band index.
The Bloch wave-function in (20.5.6) is not normalised. Indeed

〈n,k|n′,k〉 =
ˆ
d3r ψ∗

n,k(r)ψn′,k(r) = 1
N

∑
R,R′

ˆ
d3r eik·(R−R′)φ∗

n′(r − R′)φn(r − R) (20.5.8)

By translational invariance, each term in the R′ sum will look the same, so we can simply
set R′ = 0 and hence

〈n,k|n′,k〉 =
∑
R

ˆ
d3r eik·Rφ∗

n(r)φn′(r − R) = 1 +
∑
R6=0

eik·Rαn,n′(R) (20.5.9)
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where we defined the overlap integral

αn,n′(R) =
ˆ
d3r φ∗

n(r)φn′(r − R) (20.5.10)

The total single-electron Hamiltonian is

H = p2

2m +
∑

R∈DL
Va(r − R) = Ha +

∑
R6=0

Va(r − R)

︸ ︷︷ ︸
∆V (r)

(20.5.11)

This corresponds to breaking up the Hamiltonian into an atomic Hamiltonian centered at
the origin, and a potential term due to the rest of the lattice. Therefore we find

〈n,k|H|n′,k〉 = 1
N

∑
R,R′

eik·(R−R′)
ˆ
d3r φ∗

n(r − R′)(Ha + ∆V (r))φn′(r − R) (20.5.12)

=
∑
R
eik·R

ˆ
d3r φ∗

n(r)(Ha + ∆V (r))φn′(r − R) (20.5.13)

= εn′(k) 〈n,k|n′,k〉 +
∑
R
eik·R

ˆ
d3r φ∗

n(r)∆V (r)φn′(r − R) (20.5.14)

where in the second line we used the translational invariance of the sum over R′ which we
could set as N times the summand at R′ = 0. We now define the energy shift due to ∆V

∆εn,n′ =
ˆ
d3r φ∗

n(r)∆V (r)φn′(r) (20.5.15)

and the hopping amplitude of the electrons

γn,n′(R) =
ˆ
d3r φ∗

n(r + R)∆V (r)φn′(r) (20.5.16)

This enables us to write

〈n,k|H|n′,k〉 = εn′(k) 〈n,k|n′,k〉 + ∆εn,n′ +
∑
R 6=0

eik·Rγn,n′(R) (20.5.17)

We finally define our LCAO ansatz

ψk(r) =
∑
n

bnψn,k(r),
∑
n

|bn|2 = 1 (20.5.18)

so that

Hψk(r) =
∑
n

bnHψn,k(r) =⇒ E(k)bm 〈m,k|m,k〉 =
∑
n

bn 〈m,k|H|n,k〉 (20.5.19)

This is an eigenproblemwhose solution gives the energyE(k) and thewave-functionψk(r)
via bm. There will in general be various solutions corresponding to different energy bands.
For example, for a p-shell there are three total orbitals (denoted by the n,m indices) we
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are summing over, so the secular determinant will be a 3 × 3 determinant yielding three
different bands.
Using (20.5.17) we find the secular Schrödinger equation

E(k)bm 〈m,k|m,k〉 =
∑
n

bn
[
εn(k) 〈m,k|n,k〉 + ∆εm,n +

∑
R 6=0

eik·Rγm,n(R)
]

(20.5.20)

For a single band, such as in an s-orbital, then we can drop the band index and find that

E(k) = ε(k) +
∆ε+

∑
R6=0 e

−ik·Rγ(R)
1 +

∑
R6=0 e

ik·Rα(R)
(20.5.21)

where ε(k),∆ε, γ(R) and α(R) can be computed numerically.

Wannier wave-functions

The Bloch wavefunction is a delocalised wavefunction spreading along the entire crystal:

ψk(r) = eik·ruk(r) (20.5.22)

However for the development of the tight-binding model it will be useful to obtain wave-
functions that are localised at a lattice vector R. To do so we introduce the concept of a
Wannier function defined as

φR(r) = 1√
N

∑
k∈FBZ

e−ik·Rψk(r) (20.5.23)

The normalisation factor comes from the fact that there are N allowed values of k in the
FBZ. To understand why the sum is restricted to the FBZ, suppose q = k + G such that k
is in the FBZ and G is a reciprocal PLV. Then we find that

e−iq·Rψq(r) = eik·Rψk+G(r) = e−ik·Rψk(r) (20.5.24)

so that the normalisation within a single FBZ is sufficient, extending the sum to all re-
ciprocal space would just repeat this sum. Note that given any lattice vector R′ then
φR+R′(r + R′) = φR(r), so we can write φR(r) = φ(r − R). The Wannier function only
depends on the separation of the electron from the lattice site atR. An important property
of the Wannier functions is that they are orthonormal

ˆ
d3r φ∗(r − R′)φ(r − R) = 1

N

∑
k,k′

ˆ
d3r ei(k

′·R′−k·R)ψ∗
k′(r)ψk(r) (20.5.25)

= 1
N

∑
k∈FBZ

eik·(R′−R) = δR,R′ (20.5.26)
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We can invert (20.5.23) and get
1√
N

∑
R∈DL

∑
k∈FBZ

ei(q−k)·Rψk(r) =
∑

R∈DL
φR(r)eiq·R (20.5.27)

=⇒
√
N

∑
k∈FBZ

δ(k − q)ψk(r) =
∑

R∈DL
φR(r)eiq·R (20.5.28)

=⇒ ψk(r) = 1√
N

∑
R∈DL

eik·RφR(r) (20.5.29)

Note that the eigenfunctions φn(r − R) satisfying the single-electron atomic Schrodinger
equation

Ha(R)φn(r − R) = εnφn(r − R) (20.5.30)
look likeWannier functions. However the eigenfunctions localised at different sites are not
orthogonal and therefore don’t qualify as fully fledged Wannier states.
The total single-particle Hamiltonian is

H = p2

2m +
∑

R∈DL
Va(r − R) = p2

2m + V (r) (20.5.31)

For simplicity we will consider the single band case only, so we can drop the band index.
The energy E(k) can be written as

E(k) =
ˆ
d3r ψ∗

k(r)Hψk(r) = 1
N

∑
R,R′

eik·(R−R′)
ˆ
d3r φ∗(r − R′)Hφ(r − R) (20.5.32)

=
∑
R
eik·R

ˆ
d3r φ∗(r)Hφ(r − R) (20.5.33)

We now define the on-site energy ε0 and the hopping rates t(R) to be

ε0 =
ˆ
d3r φ∗(r)Hφ(r) (20.5.34)

t(R) =
ˆ
d3r φ∗(r)Hφ(r − R), R 6= 0 (20.5.35)

which allows us to write the band energy as

E(k) = ε0 +
∑
R6=0

eik·Rt(R) (20.5.36)

This result is the same as the one obtained from the single band LCAO expansion with
γ(R) → t(R), only that we now have α(R) = 0 by definition of the Wannier functions.
There will in general be several solutions to this equation which can be labelled by a band
index n.
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Second quantisation

Let us define the creation/annihilation operators c†
αiσ/cαiσ that create/annihilate an elec-

tron in a Wannier state centered at site i with spin σ and band index n. Similarly let
c†
αiσ/cαiσ create/annihilate an electron in a Bloch state with crystal momentum k, spin
σ and band index n. Clearly, we can relate the two creation operators by

c†
αiσ = 1√

N

∑
k
e−ik·Ric†

αkσ, cαiσ = 1√
N

∑
k
eik·Ricαkσ (20.5.37)

This allows us to define the field operators:

Ψ†
σ(r) =

∑
αi

φ∗
α(r − Ri)c†

αiσ =
∑
αk
ψ∗
αk(r)c†

αkσ (20.5.38)

Ψσ(r) =
∑
αi

φα(r − Ri)c†
αiσ =

∑
αk
ψαk(r)c†

αkσ (20.5.39)

which create/annihilate an electron with spin σ at position r.
This finally allows us to second quantise the tight-binding Hamiltonian by writing:

H =
∑
σ

ˆ
d3r Ψ†

σ(r)
[ p2

2m + V (r)
]
Ψσ(r) (20.5.40)

and substituting (20.5.38) into (20.5.40) to retrieve:

H =
∑
α

∑
i

∑
σ

εαi nαiσ +
∑
α

∑
ij

∑
σ

tαijc
†
αiσcαjσ (20.5.41)

We defined
εα0 =

ˆ
d3r φ∗

α(r)
[ p2

2m + V (r)
]
φα(r) (20.5.42)

and the hopping matrix elements:

tαij =
ˆ
d3r φ∗

α(r − Ri)
[ p2

2m + V (r)
]
φα(r − Rj) (20.5.43)

Int he single-band case as in an s-orbital we find

H =
∑
i,σ

εiniσ −
∑
i,j,σ

tijc
†
iσcjσ (20.5.44)

where we changed the sign of tij for conventional purposes. For example, with a transla-
tionally invariant 1D chain ofN sites with lattice constant a and periodic boundary condi-
tions (so that j +N = j) then

H = −t
N∑
j=1

∑
σ

(c†
j+1,σcj,σ + h.c.) (20.5.45)
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which can be diagonalised by moving to momentum space where

H =
∑
k,σ

Ekc
†
k,σck,σ where Ek = −2t cos(ka) (20.5.46)
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21Conductors, insulators and
semiconductors

21.1 Fermi surfaces
For non-interacting, free electrons we get a perfectly spherical Fermi surfaces, there is no
anisotropy in the BZ so all directions are equally preferred. For monovalent materials we
will then get a half-filled BZ. Sodium is a good example where the interactions are weak
enough to observe such a Fermi surface

We saw that in the nearly-free electron model, states with energy slightly less than that at
the BZboundary are pusheddown,while stateswith energy slightly higher than that at the
BZ boundary are pushed up, thus opening a band gap. Thus aswe turn up the interactions,
the states closer to the BZ boundary but still inside it will be more energetically favourable
and be occupied more. The spherical Fermi surface will therefore deform towards the BZ
boundary. Here is Fermi surface for lithium, another monovalent material:
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For strong enough interactions the states near the BZ boundary get pushed down somuch
that they fall below the Fermi energy. This occurs in copper

In all cases the BZ is never completely filled so according to band theory any monovalent
material should be conductive.
Suppose we now get two electrons per unit cell, so that the entire BZ could in principle be
filled. For a free electron model we would get a perfect sphere whose volume matches the
BZ volume. For very strong interactions the unoccupied states within the BZ are pushed
down so much in energy that the states in the second BZ occupy them completely. For
intermediate periodic potentials, only some of the states within the BZ are pushed down
in energy, so the unoccupied corners in the BZ will only get partially occupied.

In the first and second cases, the fermi surface crosses the BZ boundary so we get two
partially filled bands, implying that low-energy excitations (conduction) are allowed. In
the third case however the entire BZ is filled so there are no low-energy excitations and we
therefore get an insulator.
In calcium for example. The Fermi surface crosses the BZ boundary sowe get two partially
filled bands.
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Since no band is completely filled, calcium will conduct despite being divalent.
There are still several short-comings of this simple band picture. Firstly it completely ne-
glects the electron-electron interactions, which allow for exotic materials such as Mott in-
sulators, where the Coulomb interaction are so strong that a monovalent material will not
be able to hop electrons since the potential energy of two electrons sitting on the same
orbital would far overweight the energy lowering from hopping. Secondly, magnetism is
completely neglected. There are materials such as iron where up and down states are not
occupied equally even in the absence of an external magnetic field.

21.2 Optical properties
Let’s consider a band insulator with a completely filled valence band and an empty con-
duction band separated by an energy gap ∆ defined as

∆ = minimum conduction band energy − maximum valence band energy (21.2.1)

where the difference must be taken at the same quasimomentum (photons have very low
momentum at visible frequencies so to conserve momentum k remains roughly constant).
1

Suppose we send in a photon of frequency ~ω. Only photons with ω > ∆/~ can be ab-
sorbed by electrons to be excited into the conduction band. Since visible light transition
energies range from 1.7 eV (red) to 3.1 eV (violet), insulators with band gaps larger than
3.1 eV will be transparent since there will be no available transparent photons to interact
with the electrons. If instead ∆ < 3.1eV then only photons with ω > ∆/~will be absorbed
implying that photons with ω < ∆/~will be transmitted. Cinnabar for example has a gap
of 2.0 eV, implying that photons from yellow to violet in the EM spectrumwill be absorbed
giving the element a dark-reddish colour which does not get absorbed.

1Note that we can get indirect gaps which change the crystal momentum. For example a photon could be
absorbed creating an electron-phonon excitation, but these occurmore rarely. Moreover, for imperfect crystals
which break translational symmetry, k does not have to be perfectly conserved.
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22Semi-classical Transport theory
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23Linear response theory
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24Paramagnetism and Diamagnetism

24.1 Magnetism
Despite having been known by humans for millenia, magnetism (or better, its origin) was
not really understood until the late 1920s with the advent of quantum mechanics. Mag-
netism is the perfect playground to test quantum mechanics. Finally, band theory so far
has ignored the spin-degree of freedom, so metals with spontaneous magnetisation for
example cannot be explained by band theory. Thus magnetism is a new phenomenon that
requires an explanation.
Suppose we place a material with susceptibility χ inside a magnetic field Bwhich induces
a magnetisation (magnetic dipole moment per volume)M given by

M = χ

µ0
B (24.1.1)

If χ > 0 then we get paramagnetism, while if χ > 0 we get diamagnetism. There is also a
third possiblemagnetic phenomenon, ferromagnetism, where themagnet’s magnetisation
retains “memory” of its past leading to hysteresis. The latter allows materials to have a net
magnetisation in the absence of an externally applied field, so (24.1.1) breaks down. It is
more correct to invoke the statistical definition of the magnetisation:

M = 1
Z

∑
n

Mne
−βEn = −µ0

V
∇BF (24.1.2)

where F is the system’s free energy:

F = − 1
β
Tr(e−βH) (24.1.3)

From this we see that the susceptibility tensor is

χ = µ0∇BM = −µ2
0
V

∇2
BF (24.1.4)

24.2 Atomic susceptibilities
Magnetism is inherently a quantum mechanical phenomenon. By the Bohr-von Leeuwen
theorem, a systemof classical particleswithout spin cannot have a non-zeromagnetisation.
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A quantum theory is thus required to explain magnetism, which is what we will attempt
here. The Hamiltonian for a single electron moving in a magnetic field B is

H = 1
2m(p + eA)2 + geµ0µBB · S + V (r) (24.2.1)

where µB = e~
2mc is the Bohr magneton (ratio of electron magnetic moment to angular

momentum) and ge ≈ −2 is the electron’s spin g-factor. Here we set S = 1
2σ for simplicity.

Working in the symmetric gauge A = −1
2r × B then the kinetic energy becomes

T = 1
2m

(
p − 1

2er × B
)2

= p2

2m + e2

8mB2(x2 + y2) + µBL · B (24.2.2)

where L = ~(r × p) has been re-scaled by a factor of ~. We can extend this Hamiltonian to
the many-electron case by ignoring electron-electron interactions:

H = H0 + e2B2

8m
∑
i

(x2
i + y2

i ) + µB(L + geS) · B︸ ︷︷ ︸
∆H

(24.2.3)

whereH0 is the atomicHamiltonianH0 =
∑
i

[ p2
i

2m+V (ri)
]
, andL,S are the total orbital and

spin angularmomentum respectively. For small fieldsBwe can treat∆H as a perturbation
and proceed using non-degenerate perturbation theory. To second order in B we get

∆En = µBB · 〈n|L + geS|n〉 + e2B2

12m
∑
i

〈n|r2
i |n〉 +

∑
n6=n

| 〈n|µBB · (L + geS)|n〉 |2

En − En′

(24.2.4)
Generally the first term will dominate over the others. We can take 〈n|L + geS|n〉 to be
approximately of order unity, so that

µBB · 〈n|L + geS|n〉 ∼ e~B
2m ≈ 10−4eV (24.2.5)

for a 1 T magnetic field. The second term on the other hand has matrix elements of order∑
i 〈n|r2

i |n〉 ∼ a2
0 so that

e2B2

8m
∑
i

〈n|r2
i |n〉 ∼ e2B2

12m a2
0 ≈ 10−11eV (24.2.6)

which is significantly smaller. However, in some instances the first, dominant term may
vanish, in which case these second order terms can become important. For example, sup-
pose we have an ion in its ground state |0〉 with fully filled shells (this is a non-degenerate
gorund state). Then L |0〉 = S |0〉 = 0 implying that

∆En = e2B2

12m
∑
i

〈0|r2
i |0〉 (24.2.7)
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yielding a susceptibility of

χ = − e2

6m
N

V

∑
i

〈0|r2
i |0〉 (24.2.8)

for solid ofN atoms at T = 0 (so that the free energy is equal to the internal energy). Note
that χ < 0 implying that the solid is a diamagnet, the magnetisation points opposite to the
applied field.

24.3 Hund’s rules
Wehave seen that atomswith fully filled shells act as diamagnets. However, what happens
to atoms with only partially filled shells? Hund’s rules tell us how to fill up the electron
orbitals in such cases. In the absence of interactions the electrons would fill up the orbitals
randomly, but couplings between the electron’s angular momenta change this picture con-
siderably. Consider an atomwith all shells filled except for its outermost l-shell containing
0 < n < 2(2l + 1) electrons.

Figure 24.1. Ground state multiplets of atoms as calculated by Hund’s rules.

Then Hund’s rules are 1:
Hund’s first rule: the ground state has the largest total spin angular momentum S con-
sistent with the Pauli exclusion principle. This value is equal to the largest Sz attainable.

1The justification of these rules can be found in the Quantum Mechanics volume.
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Hund’s second rule: the ground state has the largest total orbital angular momentum L
consistent with the Pauli exclusion principle and rule 1. This value is equal to the largest
Lz attainable.
Hund’s third rule: the ground state has the total angular momentum J given by

J =
{

|L− S|, if n ≤ 2l + 1
L+ S, if n ≥ 2l + 1

(24.3.1)

according to the number of electrons in the orbital.
The J-multiplet ground state of the atom is typically designated by a symbol 2S+1XJ

where X is a letter corresponding to L:

X S P D F G H I
L 0 1 2 3 4 5 6

24.4 Partially filled shells
Using Hund’s rule we can write down the ground state configuration of most atoms. This
allows us to compute the perturbative corrections in (24.2.4). We distinguish between two
different cases.

Case 1: J = 0

If J2 |0〉 = 0 then one can deduce that 〈0|L + g0S|0〉 = 0. Indeed using the angular momen-
tum algebra we find

[L + geS,n · J] = in × (L + geS) (24.4.1)
for any arbitrary unit vector n. Taking the 〈0|...|0〉 matrix element yields the desired result.
The ground state is again non-degenerate, but unlike the filled shell’s case the third term
in (24.2.4) need not vanish. Consequently we get

∆E0 = e2B2

12m
∑
i

〈n|r2
i |n〉 −

∑
n6=0

| 〈0|µBB · (L + geS)|n〉 |2

En − E0
(24.4.2)

so the susceptibility is

χ = −N

V

(
e2

6m
∑
i

〈n|r2
i |n〉 − 2µ2

B

∑
n6=0

| 〈0|Lz + geSz|n〉 |2

En − E0

)
(24.4.3)

We again obtain a Larmor diamagnetic term, but this time there is a counter-acting para-
magnetic contribution known as the Van-Vleck term.

Case 2: J 6= 0

Unfortunately the J 6= 0 case is more involved as the ground state is (2J + 1)-degenerate,
the free energy is no longer equal to the internal energy (even at T = 0) and degenerate
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perturbation theory is required.
The first simplifying assumption we make is to only consider the first term in (24.2.4). We
need to diagonalise the following matrix

〈JLSJz|B · (L + geS)|JLSJ ′
z〉 (24.4.4)

The Landé projection theorem allows us to simplify the problem considerably by writing

〈JLSJz|L + geS|JLSJ ′
z〉 = g̃(JLS) 〈JLSJz|J|JLSJ ′

z〉 (24.4.5)

Dotting with 〈JLSJ ′
z|J|JLSJz〉 and summing over J ′

z we find that

〈JLSJz|(L + geS) · J|JLSJ ′
z〉 = g̃(JLS)J(J + 1) (24.4.6)

and using the relations

L2 = J2 + S2 − 2J · S (24.4.7)
S2 = J2 + L2 − 2J · L (24.4.8)

we get the Landé g-factor

g̃(JLS) = 1
2(1 + ge) + 1

2(1 − ge)
L(L+ 1) − S(S + 1)

J(J + 1) (24.4.9)

Finally we find that

〈JLSJz|B · (L + geS)|JLSJ ′
z〉 = Bg̃(JLS)JzδJzJ ′

z
(24.4.10)

so the correct basis to perform the degenerate perturbation theory is the JLSJz basis we’ve
been using all along. The energy corrections are just

∆En = g̃µBBJz (24.4.11)

Since the atom can occupy any of these degenerate energy levels (which have different
magnetisations), wemust additionally performa statisticalmechanics calculation to obtain
the susceptibility. This is a routine calculation of a spin-J particle in an external field, and
the result is

χ = N

V

(g̃µ0µB)2

3
J(J + 1)
kBT

, kBT � gµ0µBB (24.4.12)

Interestingly, χ ∝ 1
T which is known as Curie’s law. Note that we have assumed that

only the lowest lying 2J + 1 states are appreciably occupied, which only occurs at low
temperatures. A compromise with the condition kBT � gµ0µB must therefore be found
for this expression to hold.
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24.5 (Metallic) Pauli susceptibility
So far we have focused on the susceptibilities of a collection of atoms that electrons are
tightly bound to, which corresponds to insulatingmaterials. Metals can also havemagnetic
susceptibilities, as we will now show.
Consider an electron gas of density n = n+ + n−. We assume that only the electron’s spin
can couple to themagnetic field and ignore orbital contributions. The electron populations
in the absence of a magnetic field are given by

n+ = n− = 1
2

ˆ
dε g(ε)f(ε) (24.5.1)

If we now include a magnetic field, the energies of the two populations will get shifted.
We find that

n± = 1
2

ˆ
dε g(ε∓ 1

2gsµ0µBB)f(ε) (24.5.2)

Using the Taylor expansion g(ε ∓ 1
2gsµ0µBB

)
≈ g(ε) ∓ 1

2gsµ0µBBg
′(ε) which is valid for

weak fields µ0µBB � εF , and integrating by parts one finds that

n± = 1
2

ˆ
dε g(ε)f(ε) ± 1

4(gsµ0µB)2B

ˆ
dεg(ε)f ′(ε) (24.5.3)

Consequently the magnetisation is given by

M = 1
2gsµB(n+ − n−) = 1

4(gsµ0µB)2B

ˆ
dε g(ε)f ′(ε) (24.5.4)

Working in the low-temperature regime kBT � εF then f ′(ε) = δ(ε− εF ) so that

M = 1
4(gµ0µB)2Bg(εF ) =⇒ χ = 1

4(gsµ0µB)2g(εF ) (24.5.5)

The susceptibility is positive so the metal should be paramagnetic. Indeed this effect is
known as Pauli paramagnetism.
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25Spontaneous magnetisation and
(anti)-Ferro(i)magnetism

25.1 Exchange mechanisms
Some materials exhibit a net magnetisation even in the absence of an applied magnetic
field. Such materials possess a magnetic order which arises from interactions between
electrons.
One would immediately expect electron’s magnetic moments to couple like two dipole
magnets. However, for a magnetic moment on the order of a Bohr magneton:

Udip ≈ µ0µB
4πr3 ≈ πα2

(
a0
r

)3
Ry (25.1.1)

which is on the order of 10−5eV. This corresponds to magnetic temperatures lower than
1K, in contradiction with observations of magnetically ordered materials (take a simple
bar magnet) at room temperatures. Indeed ferromagnets such as Cobalt, Iron and Nickel
are known to be magnetic at temperatures as high as 388, 1043 and 627 K respectively!
So clearly dipole-dipole interactions do not significantly contribute tomagnetic order. The
real explanation requires more quantum mechanics.

Coulomb exchange

Let’s consider two orbitals φA(r) and φB(r) of some atom that are eigenstates of the single
atom-electron HamiltonianH0 with energiesEA andEB . Consider now a systemmade of
two electrons bound to two atoms. Each can lie in either the A or B orbital. Since the total
electron wavefunction must be anti-symmetric, we can write down the following singlet
and triplet ansatz

Ψs(r1, r2) = 1√
2

[φA(r1)φB(r2) + φB(r1)φA(r2)] |S = 0,M = 0〉 (25.1.2)

Ψt(r1, r2) = 1√
2

[φA(r1)φB(r2) − φB(r1)φA(r2)]


|S = 1,M = 1〉
|S = 1,M = 0〉
|S = 1,M = −1〉

(25.1.3)
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These would be the true eigenstates if the electrons were non-interacting, that is if H =
H

(1)
0 +H

(2)
0 whereH(i)

0 is the single-electron Hamiltonian for the ith atom. In reality these
electrons interact via Coulomb interactions VCoul(r1 − r2) so thatH = H

(1)
0 +H

(2)
0 + VCoul.

Still, the wave-functions will still be (25.1.2) to a good approximation. Letting

EA =
ˆ
d3r φA(r)∗H0φA(r) (25.1.4)

EB =
ˆ
d3r φB(r)∗H0φB(r) (25.1.5)

ECoul =
ˆ
d3r1d

3r2 φA(r1)∗φB(r1)∗VCoulφA(r1)φB(r2) (25.1.6)

Eexc =
ˆ
d3r1d

3r2 φA(r1)∗φB(r1)∗VCoulφB(r1)φA(r2) (25.1.7)

The Hamiltonian matrix elements are now

〈Ψs|H0|Ψs〉 = 1
2 〈AB +BA|H(1)

0 +H
(2)
0 |AB +BA〉 = EA + EB (25.1.8)

〈Ψs|VC |Ψs〉 = 1
2 〈AB +BA|VCoul|AB +BA〉 = ECoul + Eex (25.1.9)

for the singlet state and

〈Ψt|H0|Ψt〉 = 1
2 〈AB −BA|H(1)

0 +H
(2)
0 |AB −BA〉 = EA + EB (25.1.10)

〈Ψt|VC |Ψt〉 = 1
2 〈AB −BA|VCoul|AB −BA〉 = ECoul − Eex (25.1.11)

for the triplet states. Within this approximation, the triplet state is lower in energy by an
energy splitting of ∆E = Et − Es = 2Eex. We can write an effective Hamiltonian

H = −JS1 · S2, J = −∆E (25.1.12)

up to irrelevant constants. We can extend this to several sites obtaining the Heisenberg
model

H = −1
2
∑
ij

JijSi · Sj (25.1.13)

For orthogonal orbitals the exchange energy is positive, J > 0 so we get an antiferro-
magnet. However if the orbitals overlap the exchange energy can be negative, yielding a
ferromagnet.
Intuitively, spatially anti-symmetric wave-functions have a larger amplitude for electrons
to be near each other, minimising their Coulomb repulsion energy. On the other hand
spatially symmetric wave-functions do not have the same screening effect. The result is
that symmetric spin states, that is spin triplets, have a lower energy than anti-symmetric
spin states (singlets).
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Direct exchange

We consider a two-site Hubbard model with two electrons

H = −t
∑
σ

(c†
1σc2σ + c†

2σc1σ) + U(n1↑n1↓ + n2↑n2↓) (25.1.14)

In the {|↑, ↑〉 , |↓, ↓〉 |↑, ↓〉 , |↓, ↑〉 , |↑↓, 0〉 , |0, ↑↓〉} basis, we find that

H =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −t −t
0 0 0 0 t t
0 0 −t t U 0
0 0 −t t 0 U


(25.1.15)

where the signs in the hopping matrix element vary due to Fermi statistics. Intuitively, it
is better for spins to anti-align so that their respective electrons can lower their energies by
hopping.
The spectrum is given by

Es = 0 : |↑, ↑〉 ; |↓, ↓〉 ; |↑, ↓〉 + |↓, ↑〉√
2

(25.1.16)

Eion,1 = U : |↑↓, 0〉 + |0, ↑↓〉√
2

(25.1.17)

Et = 1
2(U −

√
U2 + 16t2) : 2t

Et

|↑, ↓〉 − |↓, ↑〉√
2

− (|↑, ↓〉 + |↓, ↑〉) (25.1.18)

Eion,2 = 1
2(U +

√
U2 + 16t2) : 2t

Eion,2

|↑, ↓〉 − |↓, ↑〉√
2

− (|↑, ↓〉 + |↓, ↑〉) (25.1.19)

In the t/U → 0 limit, Et → −4t2
U with eigenvector |S = 0,M = 0〉. This is shown in ??,

where Eion,1 and Eion,2 are also shown to converge Thus, the singlet energy is lower than
the triplet to second order in perturbation theory. Much like before we can write an effec-
tive Heisenberg Hamiltonian with exchange coupling J = −4t2

U .

25.1.1 Stoner magnetism

For free electrons in a metal, we predicted that the susceptibility would be χ ∝ g(εF ).
Let’s now see the effects of a Coulomb interaction Hint = U

∑
i ni↑ni↓. In the mean-field

approximation, this becomes

HMF
int = U

∑
i

(ni↑n↓ + ni↓n↑) (25.1.20)

We find that
n± = 1

2

ˆ
dε g(ε+ Un∓ ∓ 1

2gsµ0µBB)f(ε) (25.1.21)
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Figure 25.1. Spectrum of Hubbard model

Using the Taylor expansion g(ε + Un∓ ∓ 1
2gsµ0µBB

)
≈ g(ε) +

(
Un∓ ∓ 1

2gsµ0µBB

)
g′(ε)

which is valid for weak fields µ0µBB � εF , and integrating by parts one finds that

n± = 1
2

ˆ
dε g(ε)f(ε) +

(
− U

2 n∓ ± 1
4(gsµ0µB)B

) ˆ
dεg(ε)f ′(ε) (25.1.22)

Consequently the magnetisation is given by

M = 1
2gsµ0µB(n+ − n−) =

1
4(gsµ0µB)2B

´
dε g(ε)f ′(ε)

1 − U
2
´
dε g(ε)f ′(ε)

(25.1.23)

Working in the low-temperature regime kBT � εF then f ′(ε) = δ(ε− εF ) so that

M = 1
4(gµ0µB)2B

g(εF )
1 − Ug(εF )/2 =⇒ χ = 1

4(gsµ0µB)2 g(εF )
1 − Ug(εF )/2 (25.1.24)

Now the susceptibility changes sign according to the size of U and g(εF ). In particular,
the metal will start be ferromagnetic when Ug(εF ) > 2, this is known as the Stoner crite-
rion. Intuitively, since g(εF ) ∼ 1

εF
, Stoner’s criterion tells us that when the electrons have

large kinetic energies, a magnetic phase is not prone to form as much as when interactions
dominate.

25.2 Heisenberg model: spin wave theory
The Heisenberg equations of motion

i~
dO

dt
= [O,H] (25.2.1)
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can be used to derive the equations of motion for Sk. We find that

[Sαk ,H] = − i~J
2
∑
〈ij〉

εαβγ(δkiSγkS
β
j + δkjS

β
i S

γ
k ) (25.2.2)

= − i~J
2
∑
〈j〉k

εαβγ(SγkS
β
j + Sβj S

γ
k ) (25.2.3)

so that (using 〈j〉i to denote summation over the nearest neighbour sites j to i)

[Sk,H] = i~JSk ×
∑
〈j〉k

Sj (25.2.4)

Hence we find that the Sk operator evolves as

dSi
dt

= JSi ×
∑
〈j〉i

Sj (25.2.5)

In the classical limit where S � 1, we may treat S as a classical vector and consider this
equation of motion as a classical one.

Ferromagnets

For a ferromagnet (J > 0), the ground state isSk = Sẑ. We consider low energy excitations
by inserting the wave-ansatz

Szi = S + o((δS/S)2) (25.2.6)
Sxi = δSxi = Axe

i(ωt−k·ri) (25.2.7)
Syi = δSxi = Aye

i(ωt−k·ri) (25.2.8)

Substituting this ansatz into the Heisenberg equations of motion we find

dSzi
dt

= 0 (25.2.9)
dSxi
dt

= JS
∑
〈j〉i

(δSyi − δSyj ) (25.2.10)

dSyi
dt

= −JS
∑
〈j〉i

(δSxi − δSxj ) (25.2.11)

and thus iωAx = JSAy
∑

〈j〉i
(1 − e−ik·(rj−ri))

iωAy = −JSAx
∑

〈j〉i
(1 − e−ik·(rj−ri))

(25.2.12)
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Letting F (k) =
∑

〈j〉i
(1 − e−ik·(rj−ri)) be a geometric structure factor depending on the

spin-lattice structure then we get the secular equation∣∣∣∣∣ iω −JSF (k)
JSF (k) iω

∣∣∣∣∣ = 0 (25.2.13)

which has solution
ω = JS|F (k)| (25.2.14)

For example, on a simple cubic lattice we get a dispersion of the form

E(k) = 4~JS
(

sin2 kxa

2 + sin2 kya

2 + sin2 kza

2

)
(25.2.15)

After a bit of thermodynamics one finds the low-temperature heat capacity:

CV = 5V
8π2 ζ

(5
2

)
Γ
(5

2

)(
kBT

a2JS

)3/2
kB (25.2.16)

Antiferromagnets

We consider an antiferromagnet on a bipartite lattice with sublattices labelled A and B.
Then we get two separate equations of motion

dSA,Bi

dt
= JSA,Bi ×

∑
〈j〉i

SA,Bj (25.2.17)

Anti-ferromagnetic/Nèel order can be described by SAi = Sẑ and SAi = −Sẑ, so the low-
energy excitations are described by

SA,zi = S + o((δS/S)2) SB,zi = −S + o((δS/S)2) (25.2.18)
SA,xi = δSA,xi = Axe

i(ωt−k·ri) SB,xi = δSB,xi = Bxe
i(ωt−k·ri) (25.2.19)

SA,yi = δSA,xi = Aye
i(ωt−k·ri) SB,yi = δSB,yi = Bye

i(ωt−k·ri) (25.2.20)

Substituting this ansatz into (25.2.17) then

dSA,xi

dt
= −JS

∑
〈j〉i

(δSA,yi + δSB,yj ) dSB,xi

dt
= JS

∑
〈j〉i

(δSB,yi + δSA,yj ) (25.2.21)

dSA,yi

dt
= JS

∑
〈j〉i

(δSA,xi + δSB,xj ) dSB,yi

dt
= −JS

∑
〈j〉i

(δSB,xi + δSA,xj ) (25.2.22)

which turns into the secular equation∣∣∣∣∣∣∣∣∣
iω zJS 0 zJSγ(k)

−zJS iω −zJSγ(k) 0
0 −zJSγ(k) iω −zJS

zJSγ(k) 0 zJS iω

∣∣∣∣∣∣∣∣∣ = 0 (25.2.23)
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where z is the coordination number, and

γ(k) = 1
z

∑
〈j〉i

e−ik·(rj−ri) (25.2.24)

The solution yields the dispersion relation

E(k) = ~zJS
√

1 − γ2(k) (25.2.25)

25.3 Domain walls and Hysteresis
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26Phase transitions and Landau theory

26.1 Heisenberg ferromagnetism
26.2 Landau theory
26.3 Landau-Ginzburg theory
26.4 Stoner magnetism revisited
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27BECs and superfluidity
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29Many-body path integrals

29.1 Gaussian integrals
Gaussian integralswill naturally popupwhenperformingpath integrals due to the quadratic
nature of several integrable Hamiltonians. It is therefore essential that we iron out the es-
sential properties of these integrals.
At the very simplest level we wish to compute

Z(a) =
ˆ ∞

−∞
dx e− 1

2ax
2 (29.1.1)

The trick is to square Z(a) and move to polar coordinates

[Z(a)]2 =
ˆ ∞

−∞
dx

ˆ ∞

−∞
dye− 1

2a(x2+y2) =
ˆ 2π

0
dθ

ˆ ∞

0
drre− 1

2ar
2 = 2π

a
, (a > 0) (29.1.2)

implying that
Z(a) =

√
2π
a
, (a > 0) (29.1.3)

We then see that

Z(a, b) ≡
ˆ ∞

−∞
dx e− 1

2ax
2+bx = eb

2/2a
ˆ ∞

−∞
dx e− 1

2a(x+b/a)2 (29.1.4)

We switch integration variables to y = x+ b
a and obtain

Z(a, b) =
√

2π
a
eb

2/2a, (a > 0) (29.1.5)

In most cases however, we will be interested in multi-dimensional Gaussian integrals of
the form

Z(M) =
ˆ
dx1...dxN exp

(
− 1

2

N∑
i,j=0

Mijxixj

)
=
ˆ
dx exp

(
− 1

2x
TMx

)
(29.1.6)

We may assume without loss of generality that M is symmetric. It follows that M has a
diagonal representation M = UTOU where U is an orthogonal matrix and O is diagonal.
We then find that
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Z(M) =
ˆ
dx exp

(
− 1

2x
T (UTOU)x

)
(29.1.7)

Performing a change of variables to y = Ux, and using the fact that the Jacobian for this
substitution is J(x) = | det U| = 1 since U is unitary, we find that

Z(M) =
ˆ
dy exp

(
− 1

2y
TOy

)
(29.1.8)

Letting the eigenvalues of M be a1, a2, ..., aN then

Z(M) =
ˆ
dy1

ˆ
dy2...

ˆ
dyN exp

(
− 1

2a1y
2
1

)
exp

(
− 1

2a2y
2
2

)
... exp

(
− 1

2aNy
2
N

)
(29.1.9)

Using (29.1.3) and det M = a1a2...aN then we finally find that

Z(M) =

√
(2π)N
det M (29.1.10)

Note that we had to assume a1, a2, ..., aN > 0, which is true if M is positive definite.
Finally, let’s add a source term:

Z(M, J) =
ˆ
dx exp

(
− 1

2x
TMx + JT x

)
(29.1.11)

To complete the square, we define y = x − c. Then

yTMy = xTMx + cTMc − xTMc − cTMT x (29.1.12)

where we used the symmetry of M in writing the last term. Letting

Mc = J (29.1.13)

then we see that
−1

2y
TMy = −1

2x
TMx + JT x − 1

2c
TMc (29.1.14)

Consequently we obtain

Z(M, J) = exp
(1

2c
TMc

) ˆ
dy exp

(
− 1

2y
TMy

)
(29.1.15)

Using c = M−1J and (29.1.10) then

Z(M, J) =

√
(2π)N
det M exp

(1
2J
TM−1J

)
(29.1.16)
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It will prove to define the two point correlator as

〈xixj〉 = 1
Z(M)

ˆ
dx xixj exp

(
− 1

2x
TMx

)
(29.1.17)

The trick to evaluating these integrals is to introduce a source term J and differentiate with
respect to them to obtain the xixj term downstairs:

ˆ
dx xixj exp

(
− 1

2x
TMx

)
= ∂2

∂Ji∂Jj
(Z(M, J))

∣∣∣∣
J=0

(29.1.18)

However we already know what Z(M, J) is. Using the exponential Taylor expansion then
ˆ
dx xixj exp

(
− 1

2x
TMx

)
=

√
(2π)N
det M

∂2

∂Ji∂Jj

(
e

1
2 J

T M−1J
)∣∣∣∣

J=0
(29.1.19)

=

√
(2π)N
det M

∂2

∂Ji∂Jj

[ ∞∑
m=0

1
m!

1
2m
(∑

kl

M−1
kl JkJl

)m]∣∣∣∣
J=0
(29.1.20)

=

√
(2π)N
det M

1
2(M−1

ij +M−1
ji ) (29.1.21)

Using the symmetry of M−1 and Z(M) =
√

(2π)N

det M then we find

〈xixj〉 = M−1
ij (29.1.22)

Likewise let’s now look at the n-point correlation function

〈xi1xi2 ...xin〉 = 1
Z(M)

ˆ
dx xi1xi2 ...xin exp

(
− 1

2x
TMx

)
(29.1.23)

Again we introduce a source term to obtain
ˆ
dx xi1xi2 ...xin exp

(
− 1

2x
TMx

)
= ∂n

∂Ji1 ...∂Jin
(Z(M, J))

∣∣∣∣
J=0

(29.1.24)

and proceed as before
ˆ
dx xi1xi2 ...xi2n exp

(
− 1

2x
TMx

)
=

√
(2π)N
det M

∂n

∂Ji1 ...∂Ji2n

(
e

1
2 J

T M−1J
)∣∣∣∣

J=0
(29.1.25)

=

√
(2π)N
det M

∂n

∂Ji1 ...∂Ji2n

[ ∞∑
m=0

1
m!

1
2m
(∑

kl

M−1
kl JkJl

)m]∣∣∣∣
J=0

(29.1.26)

The only contributing terms comes fromm = nwhen we set J = 0. Looking at the deriva-
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tive with more care
∂n

∂Ji1 ...∂Ji2n

[ 1
n!

1
2n
(∑
k1l1

M−1
k1l1

Jk1Jl1

)
...
( ∑
knln

M−1
knln

JknJln

)]∣∣∣∣
J=0

(29.1.27)

we see that the result will be a sum ofM−1
k1l1

...M−1
knln

terms. For each pairing of i1...i2n into n
pairs (kj , lj) wewill get (2n)n! identical terms in the sum, 2n due to the exchange of indices
M−1
kj lj

= M−1
ljkj

which produce the same term, and n! due to the permutation of the n pairs
which also produce the same term. Consequently we obtain the result

〈xi1 ...xi2n〉 =
∑
π∈P

〈xπ1xπ2〉 ... 〈xπ2n−1xπ2n〉 (29.1.28)

where π runs over all distinct pairings of i1...i2n. We have decomposed a n-point corre-
lation function into products of two-point correlation functions! This is a special form of
Wick’s theorem which we will prove more generally time and time again.

29.2 Boson coherent states
29.3 Boson coherent path integral
29.4 Fermion coherent states and Grassman numbers
29.5 Fermion coherent path integral
29.6 Example: Electron-phonon interactions
Consider a system of phonons with free Hamiltonian

Hph =
∑
q,j

ωqa
†
q,jaq,j (29.6.1)

where ωq is the phonon frequency, j labels the three polarisations of the phonon modes,
and a†/a are the phonon creation/annihilation operators. We introduce fermionswith free
dispersion εk into the picture via the electron-phonon coupling Hamiltonian

Hel−ph = γ
∑
q,j

iqj√
2mωqq

ρq(aq,j + a†
−q,j) (29.6.2)

where ρq =
∑

k c
†
k+qck is the electron density operator and c†/c are the electronic cre-

ation/annihilation operators.
To work out a coherent state path integral representation of this problem, we introduce
the mixed coherent state basis {|φ〉 ⊗ |ψ〉 ≡ |φ, ψ〉} where |φ〉 and |ψ〉 are the bosonic and
fermionic coherent states resp.
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It is easy to see that the partition function reads:

Z =
ˆ

ψ(β)=−ψ(0)
φ(β)=φ(0)

D[ψ,ψ]D[φ, φ] exp
[

−
ˆ β

0
dτ
(
ψ∂τψ + φ∂τφ+H(ψ,ψ, φ, φ)

)]
(29.6.3)

where

H(ψ,ψ, φ, φ) =
∑
k
εkψkψk +

∑
q
ωqφqφq + γ

∑
k,q,j

iqj√
2mωq

ψk+qψk(φq,j + φ−q,j) (29.6.4)

We now wish to obtain an effective field theory for the electrons only by integrating out
the phonon fields. First we recast the phonon partition function into

Zph =
ˆ
φ(β)=φ(0)

D[φ, φ] exp
[

−
ˆ β

0
dτ
(1

2φ(∂τ +ω)φ+γφ+ 1
2φ(−∂τ +ω)φ+φγ

)]
(29.6.5)

where
[ω]qq′,jj′ = ωqδqq′δjj′ (29.6.6)

and
[γ]q,j = γ

−iqj√
2mωq

ρq (29.6.7)

Since this functional field integral is quadratic in the phonon fields, it can be evaluated
exactly by standard methods. The classical equations of motion are{

(∂τ + ω)φ = −γ
(∂τ − ω)φ = γ

=⇒
{
φ(τ) = −

´
dτ ′G(τ − τ ′)γ(τ ′)

φ(τ) =
´
dτG(τ − τ ′)γ(τ ′)

(29.6.8)

where we defined the Green’s functions{
(∂τ + ω)G(τ − τ ′) = δ(τ − τ ′)1
(∂τ − ω)G(τ − τ ′) = δ(τ − τ ′)1

(29.6.9)

Substituting these into the action we find

Zph ∝ exp
[

− 1
2

ˆ β

0
dτ (γφ+ γφ)

]
(29.6.10)

= exp
[

− 1
2

ˆ β

0
dτdτ ′ (γ(τ)G(τ − τ ′)γ(τ ′) − γG(τ − τ ′)γ(τ ′))

]
(29.6.11)

= exp
[

− 1
2
∑
q,j

γ2q2
j

2mωq

ˆ β

0
dτdτ ′ ρq(τ)ρ−q(τ ′)(Gq(τ − τ ′) −Gq(τ − τ ′))

]
(29.6.12)
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In Matsubara frequency space the Green’s functions are

Gq,n = 1
iωn + ωq

, Gq,n = 1
iωn − ωq

(29.6.13)

so that
Zph ∝ exp

(∑
q,n

γ2q2

2mωq

ˆ β

0
dτdτ ′ ρq(τ)eiωn(τ−τ ′)ρ−q(τ ′)

ω2
n + ω2

q

)
(29.6.14)

Finally, integrating over τ and τ ′ we obtain the effective action due to the phonon degrees
of freedom (we switch to real time by analytically continuing ω 7→ −iω):

Zph ∝ exp
(∑

q,n

γ2q2

2m
ρq,nρ−q,−n
ω2
q − ω2

n

)
(29.6.15)

Note that this represents an attractive interaction between the electrons at low frequency!
This will play a fundamental role in laying the groundwork for the BCS theory of super-
conductivity.
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